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Abstract
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increase in government demand raises output and hours, but lowers real product
wages and labor productivity slightly in the short-run; the markup does not re-
spond. Our estimates also imply roughly constant returns to scale. The findings
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effects of government spending.

JEL: E62, E1, L6
Keywords: government spending, productivity, markups, industry

The views in this paper are those of the authors and do not necessarily represent the views
or policies of the Board of Governors of the Federal Reserve System or its staff. Valerie Ramey
gratefully acknowledges financial support from National Science Foundation grant SES-0617219
through the National Bureau of Economic Research. We thank Robert Barro, Steve Davis, John
Leahy, Min Ouyang, Gary Richardson, and an anonymous referee for very useful comments.



1 Introduction

The recent debate over the government stimulus package has highlighted the lack of consensus

concerning the effects of government spending. While most approaches agree that increases in

government spending lead to rises in output and hours, they differ in their predictions concern-

ing other key variables. For example, both the neoclassical and the standard New Keynesian

models predict that an increase in government spending raises labor supply through a negative

wealth effect.1 Under the neoclassical assumption of perfect competition and diminishing re-

turns to labor, the rise in hours should be accompanied by a short-run fall in real wages and

labor productivity. In contrast, the textbook New Keynesian approach assumes imperfect com-

petition, sticky prices or price wars during booms, and increasing returns to scale. This model

predicts that a rise in government spending lowers the markup of price over marginal cost.

Thus, an increase in government spending can lead to a rise in both real wages and hours. In

addition, it can lead to a rise in average labor productivity if returns to scale are sufficiently

great.2

In this paper, we seek to shed light on the transmission mechanism by studying the effects

of industry-specific government spending on hours, real wages, and productivity in a panel of

industries. As Ramey and Shapiro (1998) point out, an increase in government spending is

typically focused on a subset of industries. Thus, there is substantial heterogeneity in the expe-

riences of different industries after a change in government spending. This heterogeneity allows

us to study the partial-equilibrium effects of government spending in isolation since our panel

data structure allows us to net out the aggregate effects. Since the partial-equilibrium effects

are crucial to the overall transmission mechanism, it is instructive to study them separately.

Building on the ideas of Shea (1993), Perotti (2008), and Ouyang (2009), we use infor-

mation from input-output (IO) tables to create industry-specific government demand variables.

We then merge these variables with the National Bureau of Economic Research–Center for Eco-

nomic Studies (NBER-CES) Manufacturing Industry Database (MID) to create a panel data set

containing information on government demand, hours, output, and wages by industry.

The empirical results indicate that increases in industry-specific government demand raise

output and hours significantly. On the other hand, real product wages and average labor pro-

ductivity fall slightly. Markups are unchanged. We show that real product wages and labor

productivity do not fall much because other inputs also rise. Our estimates also imply roughly

constant returns to scale in production. All of the results are consistent with the neoclassical

demand curve for labor; they are not consistent with the New Keynesian labor demand curve.

1. For example, Baxter and King (1993) or Rotemberg and Woodford (1992).
2. Devereux, Head and Lapham (1996).
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2 Existing Evidence on Real Wages and Productivity

The empirical evidence on the effects of government spending on real wages is mixed. Rotem-

berg and Woodford (1992) were perhaps the first to conduct a detailed study of the effects of

government spending on hours and real wages. Using a vector autoregression (VAR) to identify

shocks, they found that increases in military purchases led to rises in private hours worked and

rises in real wages.

Ramey and Shapiro (1998), however, questioned the finding on real wages in two ways.

First, analyzing a two-sector theoretical model with costly capital mobility and overtime pre-

mia, they showed that an increase in government spending in one sector could easily lead to a

rise in the aggregate consumption wage but a fall in the product wage in the expanding sector.

Rotemberg and Woodford’s (1992) measure of the real wage was the manufacturing nominal

wage divided by the deflator for private value added, a consumption wage. Ramey and Shapiro

showed that the real product wage in manufacturing, defined as the nominal wage divided by

the producer price index in manufacturing, in fact fell after rises in military spending. Sec-

ond, Ramey and Shapiro argued that the standard types of VARs employed by Rotemberg and

Woodford might not properly identify unanticipated shocks to government spending because

most government spending is anticipated at least several quarters before it occurs. Using a new

variable that reflected the news about future government spending, they found that all mea-

sures of product wages fell after a rise in military spending, whereas consumption wages were

essentially unchanged. Subsequent research that has used standard VAR techniques to identify

the effects of shocks on aggregate real consumption wages tend to find increases in real wages.3

Research that has used the Ramey-Shapiro methodology has tended to find decreases in real

wages.4

Barth and Ramey (2002) and Perotti (2008) are two of the few papers that have studied the

effect of government spending on real wages in industry data. Barth and Ramey (2002) used

monthly data to show that the rise and fall in government spending on aerospace goods during

the 1980s Carter-Reagan defense buildup led to a concurrent rise and fall in hours but to the in-

verse pattern in the real product wage in that industry. That is, as hours increased, real product

wages decreased, and vice versa. Perotti (2008) used IO tables to identify the industries that

received most of the increase in government spending during the Vietnam War and during the

first part of the Carter-Reagan buildup from 1977–82. Based on a heuristic comparison of real

wage changes in his ranking of industries, he concluded that real wages increased when hours

3. See, for example, Fatás and Mihov (2001), Perotti (2004), Pappa (2005), and Galí, López-Salido
and Vallés (2007).

4. See, for example, Burnside, Eichenbaum and Fisher (2004), Cavallo (2005), and Ramey (Forth-
coming).
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increased. In the companion discussion, Ramey (2008) questioned several aspects of the imple-

mentation, including Perotti’s assumption that there had been no changes in capital stock and

technology during each five year period. A second concern was the fact that the semiconductor

and computer industries were influential observations that were driving his findings.

On the other hand, most research has typically found an increase in labor productivity at

the aggregate level, although it is not often highlighted. For example, even though their dif-

ferent identification methods lead to fundamentally different results for consumption and real

wages, the impulse response functions of both Galí, López-Salido and Vallés (2007) and Ramey

(Forthcoming) imply that aggregate labor productivity rises after an increase in government

spending.

In sum, the evidence for real wages is quite mixed, while the evidence for productivity is

less mixed but often ignored. Therefore, it is useful to study the behavior of the key variables

in the labor demand equation in more detail.

3 Theoretical Predictions for Industry Labor Markets

In this section, we review the differences between textbook neoclassical and New Keynesian

models with respect to their predictions about labor markets. These models usually assume one

sector with representative firms. However, the specific assumptions about production functions

and labor demand should also apply to the industry level. We thus use the assumptions these

models make about the representative firm to derive predictions for the variables of interest.

To begin, consider the production function for output in industry i in year t:

(1) Yi t = Ai t F
�

Hi t , Zi t
�

−Φi ,

where Y is output, A is technology, H is hours, Z is a vector of other inputs (including capi-

tal), and Φ is a fixed cost. Both the neoclassical and standard New Keynesian models assume

diminishing marginal product of labor, so that F is increasing in its inputs, but FHH < 0. The

first-order condition describing the demand for labor in industry i in year t is

(2) Ai t FH
�

Hi t , Zi t
�

=Mi t
Wi t

Pi t
,

where W is the nominal wage and Pi is the price of industry i’s output. The left hand side is the

marginal product of labor. The right hand side is the markup,M , times the real product wage.

The two models differ in their assumptions about fixed costs and the markup. The neo-

classical model assumes that Φ = 0, so that there are constant returns to scale, and M = 1,
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so that markups are constant. The New Keynesian model assumes fixed costs of production,

so that there are increasing returns to scale. It also assumes that because of sticky prices or

oligopolistic behavior, the markup moves countercyclically in response to demand shocks.

In both models, an increase in government purchases from industry i leads to an outward

shift of the demand curve for output, resulting in higher equilibrium output and hours in the

industry. The models diverge in their predictions for relative prices, real product wages, and

labor productivity. If other factors are slow to adjust, the neoclassical models implies a short-

run increase in the relative price of industry output and decreases in the real product wage,

marginal product of labor, and average product of labor. In contrast, the New Keynesian pro-

duction and labor demand functions imply a decrease in the markup, an increase in the real

product wage, and an ambiguous effect on average labor productivity (because of fixed costs).

The behavior of industry relative wages depends on assumptions about labor supply that

are independent of the other distinguishing features of neoclassical and New Keynesian models.

In the most standard model with Cobb-Douglas production and perfect mobility of homogenous

labor, nominal wages should be equalized across sectors.

Even with perfect mobility of labor and homogenous labor, however, wages can differ

across sectors. Ramey and Shapiro (1998) demonstrate this possibility in a two-sector dynamic

stochastic general equilibrium (DSGE) model with costly capital mobility and perfect labor

mobility, but where firms must pay an overtime premium to workers if they want to increase

the workweek of capital. They show that with this type of model, an increase in government

spending on a particular industry raises that industry’s relative price and relative nominal wage.

Costly labor reallocation models can also lead to different wages across industries, such as in

the costly search model of Lucas and Prescott (1974). Kline (2008) estimates a generalized

version of this model using data from the oil and gas field services industry. He finds that labor

adjusts quickly across sectors in response to price shocks, but that industries must pay substan-

tial wage premia to induce reallocation. Thus, his model also implies that a sectoral shift can

raise the relative wage in an industry.

Heterogeneity of labor can affect relative industry wages in a different way. If the marginal

worker in an expanding industry is less productive, then the relative wage of an expanding

industry could actually fall. Thus, how relative nominal wages change in response to industry-

specific changes in government spending depends on the nature of sectoral adjustment costs

rather than on the specifics of neoclassical or New Keynesian models.

In sum, the behavior of relative nominal wages depends on how industry labor supply re-

sponds. Irrespective of labor supply features, though, the textbook neoclassical model predicts

that an increase in government spending raises an industry’s output and hours, but lowers

its real product wage and average labor productivity if other factors are slow to adjust. The
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markup does not change. The textbook New Keynesian model predicts an increase in output,

hours, and the real product wage, but a decrease in the markup and an ambiguous effect on

average labor productivity.

4 Data Description

In order to link industry-specific government spending with industry behavior of output, hours,

prices, and wages, we match data from benchmark IO accounts to the NBER-CES Manufactur-

ing Industry Database (MID). Benchmark IO tables based on Standard Industrial Classification

(SIC) codes are available for 1963, 1967, 1972, 1977, 1982, 1987, and 1992. Merging manu-

facturing SIC industry codes and IO industry codes yields 274 industries. The Appendix details

how we merged the two data sets.

We consider both direct government spending and its downstream linkages. This com-

prehensive measure captures the fact that an increase in government purchases of finished

airplanes can also have an indirect effect on the aircraft parts industries who supply parts to

the aircraft industries. Because it is difficult to distinguish nondefense from defense spending

when calculating indirect effects, we use total federal government spending. Figure 1 shows

real federal spending and real federal defense spending from 1960 to 2005. The figure makes

clear that almost all fluctuations in federal government purchases are due to defense spend-

ing. Hall (1980), Barro (1981) and Ramey (2009) have all argued that movements in defense

spending are induced by political events rather than by economic events.

Most of the remaining variables are constructed from the MID. This database contains an-

nual 4-digit industry-level data from 1958 to 2005 on gross shipments, employment, production

worker hours, payroll, price indices, as well as information on other factors such as materials,

energy, inventories, and capital stock. We construct wages by dividing payroll data by hours

and construct gross output from data on shipments and inventories. For one measure of the

markup, we convert average wages to marginal wages using Nekarda and Ramey’s (2010) im-

plementation of Bils’s (1987) framework. We augment the MID with data on the four-firm

concentration ratio from the U.S. Census Bureau and with data on the percent of workers who

are unionized from Abowd (1990). The Appendix provides details of the data sources and

variable construction.

Table 1 shows the 20 industries with the largest share of shipments to the federal govern-

ment, along with other key characteristics. The shares are calculated by averaging over the

1963, 1967, 1972, 1977, 1982, 1987, and 1992 IO tables. Not surprisingly, most are defense

industries. Guided missiles and space vehicles sends 92 percent of its shipments to the gov-

ernment, either directly or indirectly. The average for all manufacturing industries over this

5



time period was only 9 percent. The capital-labor ratios for these industries tend to be lower

than the average capital-labor ratio in manufacturing. On the other hand, nominal wages, four-

firm concentration ratios, and unionization rates tend to be higher in these industries than the

average in manufacturing.

5 Constructing Government Demand Instruments

Our analysis builds on Perotti’s (2008) clever idea of using IO tables to construct an instrument

for government demand. We show, however, that his particular formulation of the instrument

is likely correlated with technological change. We suggest alternative formulations that isolate

the demand component.

5.1 Conceptual Framework

Perotti (2008) defined his government demand variable as the change in an industry’s ship-

ments to the government between two IO benchmark years, divided by the initial value of total

shipments of the industry:
Gi t − Gi(t−5)

Si(t−5)
,

where Gi t is real shipments to the government by industry i in year t and Si t is total real

shipments by industry i in year t. Perotti’s measure makes the implicit assumption that the dis-

tribution of government spending across industries is uncorrelated with industry technological

change. As we now demonstrate, we believe that this assumption does not hold.

To see this, first define an industry’s share of all shipments to the government as φi t =

Gi t/Gt , where Gt is aggregate real shipments to the government. Rearranging this expression

relates an industry’s shipments to the government to total government spending:

(3) Gi t = φi t Gt .

Differentiating this expression with respect to time yields

(4) Ġi t = φi t Ġt + Gtφ̇i t ,

where a dot over a variable indicates its time derivative. Using equation 4, we can decompose

the numerator of Perotti’s (2008) measure as

(5) ∆5Gi t ' φ̄i ·∆5Gt + Ḡ ·∆5φi t ,
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where ∆5 denotes the five-year difference and φ̄i and Ḡ indicate averages over time.

Consider using ∆5Gi t as an instrument in a panel data estimation. Including industry and

year fixed effects captures any long-run differences in technology across industries and any ag-

gregate changes in technology. The first term in equation 5 weights the aggregate change in

government spending by a time-invariant industry-specific weight. Thus, this term cannot be

correlated with industry-specific changes in technology. The second term includes the change in

the industry’s share of total shipments to the government. This share could change for several

reasons. For example, if the United States shifted from military engagements that involved no

armed combat to ones that involved armed combat, then the share of small arms ammunition

in government shipments would rise for reasons unrelated to technology. On the other hand,

the share could also rise because of technological change in the industry: New generations

of weapon systems made possible by technological innovation and the incorporation of com-

puting technology are just a few examples of how industry-specific technology can change the

industry’s share of total government spending.5

Perotti’s instrument also includes lagged industry total shipments in the denominator. Thus,

even if one used only the first term of the numerator, there is still a possibility of correlation

with technology. Therefore, our measure purges the demand instrument further. To derive our

instrument, we divide both sides of equation 4 by Si t to obtain

(6)
Ġi t

Si t
=
φi t Ġt

Si t
+

Gtφ̇i t

Si t

The first term on the right-hand side can be rewritten as

(7)
φi t Ġt

Si t
=

Gi t

Si t

Ġt

Gt
= θi t

Ġt

Gt
,

where θi t ≡ Gi t/Si t is the fraction of an industry’s total shipments that are sent to the gov-

ernment. Approximating the time derivative, we define our government demand instrument

as

(8) ∆gi t = θ̄i ·∆ ln Gt ,

where θ̄i is the time average of θi t . In order to construct our instrument at an annual fre-

quency to match the MID, we use aggregate real federal purchases from the national income

and product accounts (NIPA).

5. As another example, the computer industry’s share of total shipments to the government rose
from 2.3 percent in 1987 to 6.8 percent in 1992, an increase that was no doubt linked to technological
progress in this industry.
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Because we have substituted the long-run average of θi t , this measure should be uncor-

related with industry-specific technological change for the same reasons given above. It also

has intuitive appeal: it weights the percent change in aggregate government spending by the

long-run importance of government spending to the industry. We do not include the second

term on the right-hand side of equation 6 in our instrument because it is likely to be correlated

with technology. As we show next, our instrument remains highly relevant despite discarding

this source of variation in Gi t .

5.2 Comparison of Government Demand Instruments

We now assess the relevance and exogeneity of the measures on the government demand mea-

sures discussed above. Because Perotti’s (2008) measure can only be constructed for years the

benchmark IO tables are available, we compare all instruments using data at quinquennial fre-

quency over 1963–92. We also show several permutations of the Nekarda-Ramey instrument

for comparison purposes.

For each instrument, we explore two relationships. First, as a test for relevance, we show

the coefficient from a reduced-form regression of the log change in industry output on the

instrument. Second, as an indicator of possible correlation with technological change, we show

the coefficient from a reduced-form regression of average labor productivity on the instrument.

All regressions include industry and year fixed effects.

Table 2 reports our comparison of government demand instruments. All instruments are

standardized to have unit standard deviation so that the coefficients are comparable. The up-

per panel reports results using five-year changes. Perotti’s instrument (row 1) is highly relevant,

with an implied first-stage F statistic of output growth on the instrument of over 100.6 The last

column shows that the instrument has a statistically significant positive effect on labor produc-

tivity, suggesting either increasing returns to scale or a correlation between the instrument and

technological change.

To explore whether Perotti’s instrument is correlated with technology, we consider two

variants of it. The first variant (row 2) purges the change in the share of industry i’s shipments

to the government from the numerator of Perotti’s instrument: φ̄i · ∆5Gt/Si(t−5), where φ̄i

is the average of φi t over time. The purged-numerator instrument is still relevant for output

growth, with an implied F statistic of 50. However, it implies no effect on the five-year growth

rate of labor productivity.7 The second variant (row 3) takes the first variant and purges the

change in total shipments from the denominator: φ̄i ·∆5Gt/S̄i , where S̄i is the average over

6. This is calculated as the square of the t statistic: (1.294/0.122)2 = 112.
7. As we will show in section 6.3, this result is consistent with constant returns to scale because the

other inputs rise as well.
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time. This instrument has a first-stage F statistic of 145, and continues to imply no change in

labor productivity.

To summarize, the two variants of Perotti’s instrument continue to be highly relevant for

output growth, but show no correlation with productivity growth. We take this as evidence that

Perotti’s instrument may be correlated with industry-specific technological change. In addition,

because the purged instruments remain highly relevant, we believe the sacrifice in variation of

Gi t is necessary to minimize concerns about the instrument’s validity.

Rows 4 and 5 of Table 2 report results using our government demand instrument (equa-

tion 8) using five-year changes estimated over Perotti’s sample period. In the first case (row 4),

we use real total shipments to the federal government from the IO tables; in the second case

(row 5), we use real federal purchases from the NIPA. Both instruments are highly relevant for

output growth and are uncorrelated with productivity growth. The results are similar when we

use the initial share of shipments to the government rather than the long-term average (row

6).

Rows 7 and 8 show estimates using our government demand instrument for annual data

over 1960–2005. The first variation uses the long-term average share of shipments to the

government and the second variation uses the initial share (1963). In both cases, the first-stage

F statistics for output growth are well above 100. Also, the effect of the instrument on labor

productivity is negative, although it is estimated imprecisely. We will show later that the results

are more significant when we allow richer dynamics.

To summarize, all variants of the government demand instrument that we explore are highly

relevant for changes in industry output. However, the instrument that includes time variation

in industry share of shipments to the government is positively correlated with labor productiv-

ity, suggesting that it may be correlated with industry-specific technological change. For the

remainder of the paper, we use the instrument from equation 8, which uses the long-term av-

erage share of shipments to the government. Our findings are similar if we use the 1963 share

instead.

6 Reduced-Form Evidence of the Effects of Changes in

Government Demand

We now study the effects of our government demand shifter on output, hours, wages, and

prices. We expand our analysis by considering two aspects of potential dynamic effects. First,

we allow for the possibility of anticipation effects. Ramey (Forthcoming) presents arguments

and evidence that most changes in government spending are anticipated. For example, the gov-

9



ernment awards prime contracts at least several quarters before actual payments are made. This

means that firms may begin adjusting inputs and raising output before government spending

shows an increase. To account for this possibility, we study whether the change in government

spending over the next several quarters or year have an effect on the current year’s change

in industry variables. In virtually every case, the one-year ahead change has more predictive

power than the two-quarter ahead change; we thus use the former. Second, to the extent that

there are adjustment costs on some variables, we also include one lag of the dependent variable

and the government demand variable.

We estimate variations on the following reduced-form specification in order to study the

dynamic effects of government spending:

(9) ∆zi t = αi +αt +ρ∆zi(t−1)+κ1∆gi(t−1)+κ2∆gi t +κ3∆gi(t+1)+ εi t ,

where z is the log of the variable interest, ∆g is the government demand instrument (equa-

tion 8), αi and αt are industry and year fixed effects, and εi t is the error term. We include

the lagged endogenous variable to allow for dynamics due to adjustment costs, as well as the

lagged, contemporaneous, and future change in the government demand.

6.1 Output, Hours, Wages, and Prices

Table 3 shows the effects of government spending growth on two measures of output growth.

The first column shows the effect of the contemporaneous change in the government demand

instrument, the second shows the lagged effect alone, the third shows the anticipation effect

from the one-year-ahead change, and the fourth shows the results when all three are all in-

cluded. We did not standardize the government demand variables in this case; they are mea-

sured in percentage changes.

The two output measures are real shipments and real gross output, the latter constructed

from the shipments and inventory data. The results are quite similar for both measures. In all

cases, the government demand instruments enter positively and are statistically significant in all

but one case. The results indicate that, even after controlling for contemporaneous changes in

government demand, lagged and future changes are also important. Since the average manu-

facturing industry sends about 10 percent of its output to the government, the coefficient in the

first column implies that a 10 percent increase in real federal spending leads to a 2.3 percent

increase in real gross output.8 The coefficient on the lagged endogenous variable is positive

and statistically significant for shipments, but very small in magnitude; it is essentially zero for

8. A 10 percent change in aggregate federal spending and θ = 0.1 implies a change in output of
10× 0.1× 2.3= 2.3 percent.
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output. The other coefficients are little changed if we omit the lagged dependent variable.

Table 4 shows the effects of government demand on total hours of production workers and

on output per hour. Lagged, contemporaneous, and future values of the government demand

instrument are positive and statistically significant for hours. The contemporaneous change

in government spending has the largest effect on hours, although future government spending

also leads to increases in hours. Total hours shows evidence of small, but statistically significant,

positive autocorrelation. In contrast, the change in government spending has a negative effect

on productivity, particularly at the one year lag. The coefficients on future government spending

are positive, but never statistically significant from zero.

To investigate the effects on real wages, Table 5 shows the effects of government demand

on wages and prices. The top panel shows that an increase in government demand lowers the

real product wage; the largest reduction is associated with the lagged change in government

spending. The effect on wages is much smaller in magnitude than on hours or output. The

middle panel shows that there is essentially no effect on the nominal wage. Finally, as shown in

the bottom panel, an increase in government spending, particularly at the one year lag, leads to

an increase in the relative price of output. Thus, the decline in the real product wage is mostly

due to a rise in the relative product price. We find no evidence that real wages rise in response

to an increase in government spending.

6.2 Effects of Concentration and Unionization

Table 1 showed that the industries with the highest share of government spending also tend to

have higher concentration and unionization rates. To determine whether the response of the

key variables differs by concentration and unionization, we estimate two sets of equations. In

the first, we interact dummy variables indicating whether the industry’s concentration ratio is

in the upper or lower tercile of the distribution. For the second set of equations, we create the

same type of dummy variable for the unionization rate of production workers. Because it is

difficult to interpret the interactions with all three timing variations on government spending,

we use only the contemporaneous change in government spending when it entered significantly

(for real output and total hours); the other regressions use the lagged change.

Table 6 reports the results. Consider first the regressions with the concentration ratios,

shown in the upper panel. The results suggest that the effect of the government spending

on output is substantially greater for the higher concentration industries; the coefficient for

the high concentration industries is 2.5, compared to 1.5 for the middle tercile. There is no

significant difference between the middle and lower terciles. The results are similar for hours:

the industries in the top tercile of concentration respond much more to government demand

11



than those in the lower two terciles. For real product wages, nominal wages, and output prices,

none of the interaction terms with concentration is statistically significant. Although some of

the coefficients are sizeable, the standard errors are also large.

The lower panel of Table 6 shows the results with the unionization rate. The pattern for

unionization is different from that of concentration. For both output and hours, government

spending has the smallest effect for the middle tercile of the unionization rate. The effects are

greater for both the upper and lower third, with the lower third having the highest coefficient.

Thus, the magnitude of the effects are U-shaped in the unionization rate. As with concentration

ratios, the data dos not indicate differences in coefficients for real wages, nominal wages, or

output prices.

6.3 Other Inputs

We next investigate how other inputs respond to the change in government spending. Table 7

reports estimates of equation 9 for employment, average hours per worker, capital, materials,

and energy usage.

The first three rows show the effects of government spending on the labor input. Row 1

reports total production worker hours, reproduced from the fourth column of Table 3. Rows

2 and 3 decompose total hours into employment and the workweek. Coefficients on all three

government instruments are positive for total hours and employment and are similar in mag-

nitude. The biggest effect is for the contemporaneous change in government spending and the

second biggest is for the future change. The effects are smaller for average hours per worker. It

appears that only anticipated future government spending has an effect on average hours. Also,

while total hours and employment growth show evidence of small, but statistically significant,

positive correlation, the change in average hours per worker shows large, negative correlation

with its lagged value. Jointly, the results suggest that most of the response of production worker

hours is on the extensive margin rather than the intensive margin. The fourth row shows the

results for nonproduction worker employment. All three coefficients on the government de-

mand variables are positive and significant, but the lagged one is the greatest. The coefficient

on lagged employment is negative.

The fifth row shows that government spending increases lead to a significant rise in the

real capital stock after one year. Also, since the coefficient on the lagged change in capital is

relatively high, the estimates imply that the effects are long lasting. For an industry that sends

50 percent of its shipments to the government, the coefficients imply that a 10 percent increase

in the lagged government instrument leads to a 2.3 percent change in capital this period and a

1 percent change next year. These results are consistent with adjustment costs on capital.
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The sixth row shows that real materials usage excluding energy rises in response to an

increase in government demand at all horizons. The largest coefficient is on the change in

government spending the following year. The sum of the coefficients is greater than the sum

for production worker hours.

The seventh row shows the the effects on real energy usage. The lagged value and future

value enter positively and significantly, while the contemporaneous value is estimated to have

a negative, but not significant, effect.

In sum, all of the other inputs also increase with an increase in government spending. Some,

such as materials, increase proportionally more than hours, others increase less. Moreover, the

inputs display a variety of dynamic patterns.

7 Instrumental Variables Estimates of Markups and Re-

turns to Scale

We now use our government demand instrument to estimate two key parameters that dis-

tinguish the New Keynesian from the neoclassical models. First, we estimate the effect of a

demand-induced increase in output on the markup. The New Keynesian model predicts that

the effect should be negative; the neoclassical model implies no effect. Second, we estimate re-

turns to scale using Basu and Fernald’s (1997) framework. The New Keynesian model assumes

increasing returns to scale whereas the neoclassical model assumes constant returns to scale.

7.1 Markup

We consider several possible definitions of the markup. Our baseline measure is that typically

used in New Keynesian models. The log change in this measure is given by

(10) ∆µA
i t =∆

�

yi t − hp
i t

�

−∆
�

wi t − pi t
�

,

where y is the log of real output, hp is the log of production worker hours, w is the log of the

nominal wage, and p is the log of the output price. Because this measure uses the average

wage, we call this the “average markup” and denote it with a superscript A.

As first discussed by Bils (1987), the true marginal cost may differ from the average cost

because overtime hours often command premium pay, which imparts a procyclical bias in the

average markup. Nekarda and Ramey (2010) derive a factor to convert the average markup

to the theoretically-correct marginal markup. We use the Nekarda-Ramey factors to create a

13



marginal markup and explore its behavior at the industry level.9 The log change in the marginal

markup is

(11) ∆µM
i t =∆

�

yi t − hp
i t

�

−∆
�

wM
i t − pi t

�

,

where wM is the marginal wage constructed using the Nekarda-Ramey factors.

The third measure of the markup is the price-cost margin:

(12) ∆µPCM
i t =∆

�

Si t +∆Ii t − payrolli t −material costi t

Si t +∆Ii t

�

,

where∆I is the change in total inventories. This measure, the ratio of price minus variable cost

to price, is standard in industrial organization studies. In particular, Domowitz, Hubbard and

Petersen (1986) find that this markup is procyclical in 4-digit industry data.

For each of these markup measures, we estimate variations on the following specification:

(13) ∆µi t = αi +αt +ρ∆µi(t−1)+ β1∆yi(t−1)+ β2∆yi t + εi t .

In some specifications we include the lagged values to explore dynamics. We instrument for

∆yi t and∆yi(t−1) with our government demand instruments, so we can determine the response

of the markup to demand-induced changes in output.

Table 8 reports the estimated coefficients for all three markup measures. The first column

reports a specification with no lagged values of any variables. In every case, β2 is estimated

to be zero, both economically and statistically. We also consider instrumenting for ∆y using

the lagged, contemporaneous, and future values of our government demand variable and find

similar results (column 2). The estimated coefficient of 0.03 implies that a 10 percent increase

in output induced by government demand raises the markup by only 0.3 percent. The average

markup in the MID is 1.06—that is, price is six percent above cost. A 0.3-percent increase would

raise the average markup to 1.063, a trivial change. The third column includes the lagged

change in the markup as well as the lagged change in output. The coefficients are all near

zero for the average markup measure. For the marginal markup measure, the coefficient on the

current change in output is marginally positive, but is offset by the coefficient on the lagged

change. For the price-cost margin, the lagged coefficient is negative and the current coefficient

is positive, but they also roughly offset. Thus, we find no evidence of countercyclicality of

markups.10

9. We estimate this factor from 2-digit SIC data and apply those estimates to the 4-digit MID data.
The Appendix provides details.

10. We also investigated (not reported) whether markup cyclicality depended on the concentration
ratio. None of the coefficients was statistically significant from zero.
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7.2 Estimates of Returns to Scale

We now estimate the overall returns to scale using the framework pioneered by Hall (1990)

and extended by Basu and Fernald (1997). In particular, we estimate returns to scale from the

following equation:

(14) ∆yi t = αi +αt + γ∆x i t +∆ai t ,

where y is the log of real gross output, ∆x is the share-weighted growth of all inputs, and αi

and αt are industry and year fixed effects. a is the log of technology, which is unobserved.

The coefficient γ measures the returns to scale. If technology is the only source of error in this

equation, then one can estimate γ by using a demand instrument that is correlated with input

growth but uncorrelated with technology.

We construct share-weighted input growth treating total hours, real capital, real energy,

and real materials as separate factors:

(15) ∆x i t = sk∆ki t + sh∆hi t + sm∆mi t + se∆ei t ,

where k is the log of the real capital stock, h is the log of total hours, m is the log of real materials

usage excluding energy, e is the log of real energy usage, and s j is the share of input j.

Total hours is the sum of production workers’ hours, which are reported in the MID, and of

supervisory and nonproduction workers’ hours, which we must impute. We construct the hours

of nonproduction workers from their employment totals by assuming that they always work

1,960 hours per year.11

The payroll data from the MID include only wages and salaries; they do not include pay-

ments for benefits, such as Social Security and health insurance. Thus, labor share estimates

from this database are biased downward. We construct the labor share using factors that inflate

the observed labor share to account for fringe benefits, as in Chang and Hong (2006). This ad-

justment raises the average labor share in the data set by 4 percentage points. Following Basu,

Fernald and Kimball (2006), we calculate the capital share as the residual from labor share and

materials share; we also use the average shares over the whole sample.

In order to facilitate comparison to Basu and Fernald’s (1997) results, we show estimates

for all of the manufacturing industries in the sample, as well as for durable goods industries

and nondurable goods industries. Also, since Basu and Fernald analyze both ordinary least

squares (OLS) and instrumental variables (IV) results, we do so as well; they emphasized the

OLS results because their instruments were weak.

11. The results are little changed if we assume nonproduction workers work as many hours a year as
production workers.

15



The upper panel of Table 9 shows estimates of returns to scale for all manufacturing. The

first column shows OLS estimates for the basic specification. For the entire manufacturing

sector, we estimate γ to be 1.11, statistically different from unity. For durable goods industries

the estimate is 1.18 whereas for nondurable goods industries it is 0.94. Thus, the OLS results

indicate mild increasing returns to scale for manufacturing as a whole, and particularly for

the durable goods industries, and decreasing returns to scale for nondurables. Finding higher

returns to scale in durable goods than nondurable goods industries is consistent with Basu and

Fernald’s (1997).

Of course, the OLS estimates of returns to scale will be biased upward if the error term

contains technological change. Thus, it is important to instrument for input growth using a

demand instrument that is uncorrelated with technology. To this end, we instrument for ∆z

with our government demand variable,∆gi t . For the entire manufacturing sector, the first-stage

regression of the share-weighted inputs on the lagged, contemporaneous, and future values

of the instrument has an F statistic of 89; the F statistic is 92 for durable goods industries

and only 1 for nondurables. Clearly the instruments are highly relevant for inputs in durable

goods industries and for the entire manufacturing sector, but very weak for nondurable goods

industries. Column 2 reports the IV estimates. For the entire manufacturing sector, the estimate

of γ is 1.16, for durables it is 1.21, and for nondurables it is 0.94. The first two estimates are

statistically different from unity; the nondurable estimate is not even statistically different from

zero.

These results suggest increasing returns to scale, particularly in durable goods industries.

However, as numerous papers have made clear, unobserved variations in capital utilization or

labor effort may also contaminate the error term.12 Because these variations are likely to be

correlated with any instrument also correlated with observed input growth, estimates of γ are

likely to be biased upward. Basu, Fernald and Kimball (2006) use the theory of the firm to show

that, under certain conditions, unobserved variations in capital utilization and labor effort are

proportional to the growth in average hours per worker. Thus, they advocate controlling for

average hours in the returns to scale regression.

The third and fourth columns of Table 9 show the OLS and IV results when the change

in average hours per production worker is also included in the regression. In the IV results,

we instrument both for the growth of inputs and for average hours using the three timing

variations of our government demand instrument. Controlling for average hours has little

effect on the OLS estimates of returns to scale but does change the IV estimates. In particular,

for the entire manufacturing sector the estimated γ falls to 1.06 and is no longer statistically

significant from unity. The estimated γ for durable goods, at 1.14, is slightly higher but also

12. See, for example, Burnside, Eichenbaum and Rebelo (1996) and Basu (1996).
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not statistically different from unity. The estimated γ for nondurable goods is 1.39, but is so

imprecisely estimated that it is not statistically different from either unity or zero.

Thus, once we include a proxy for unobserved variation in capital utilization, we find con-

stant returns to scale in manufacturing as a whole. In durable goods industries, the evidence

is a bit more suggestive of mild increasing returns to scale, but constant returns cannot be

rejected statistically. The estimates for nondurable goods industries are too imprecise to yield

meaningful conclusions, although OLS estimates suggest mild decreasing returns.

Despite using different data, levels of aggregation, and instruments, our results are re-

markably close to those of Basu and Fernald (1997). Their Table 3 reports their reallocation-

corrected OLS estimates. They estimate a returns to scale parameter of 1.08 for overall man-

ufacturing, 1.11 for durable goods industries, and 0.96 for nondurable goods industries. Our

IV estimates that control for hours are 1.06 for overall manufacturing and 1.14 for durables.

The same specification for nondurables yields a higher estimate at 1.39, but these estimates

suffer from a weak instrument problem. The other three specifications for nondurables yield

estimates of returns to scale parameters of 0.94.

A key question, then, is why the aggregate evidence discussed earlier suggests that increases

in government spending raise labor productivity whereas the industry-level evidence presented

here implies constant returns to scale on average. Fortunately, Basu and Fernald (1997) also

provide an answer to this question.13 They show that aggregate gross output growth is related

to aggregate input growth, technological change, and reallocation of inputs across industries as

follows:

(16) ∆yt = γ̄∆x t +∆ai t +
∑

i

ωi
�

γi − γ̄
�

∆x i t ,

where γ̄ is the weighted average returns to scale across industries, γi is returns to scale in

industry i, and ωi is the share of industry i in total output. The last term is what they call

the “reallocation” term. If all industries have the same returns to scale, this term is zero.

If, however, some industries have higher returns to scale than others, this term is potentially

nonzero and correlated with demand instruments. For example, suppose that an increase in

government spending raises inputs in all industries, but raises them more in durable goods

manufacturing, which has higher returns to scale than other industries. Then an increase in

government spending will raise the reallocation term.14 While this framework applies to total

13. See pp. 264–6.
14. As a simple illustration, consider two industries of equal size. Industry A has returns to scale of

1.1 and industry B has returns to scale of 0.9. Suppose that an increase in government spending raises
inputs in industry A by 20 percent and raises inputs in industry B by 1 percent. In this situation, we will
observe an increase in aggregate inputs of 10.5. However, aggregate output will rise by 11.5 because
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factor productivity, it is easy to see how the argument would also extend to labor productivity.

8 Conclusion

Our study of the effects of industry-specific changes in government demand indicates that an in-

crease in industry-specific government demand raises relative output and hours in an industry.

The increase in government spending is associated with small declines in real product wages

and labor productivity, and small increases in industry relative prices. Other inputs, such as

capital, energy, and materials, rise as well. Estimates of returns to scale parameters are consis-

tent with constant returns to scale for all of manufacturing, though the evidence suggests that

returns to scale in durable goods industries are somewhat higher than in nondurable goods

industries.

We do not find support, however, for the textbook New Keynesian explanation for the ef-

fects of government spending. Central to this explanation is the idea that sticky prices and

countercyclical markups allow real product wages to rise at the same time that hours increase.

We find no evidence for the rising real product wages or declining markups that are at the heart

of the New Keynesian explanation for the effects of government spending.

the reallocation term will be 0.95. Thus, it will appear that there are overall increasing returns to scale,
even though the average returns to scale across industries is unity.
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Appendix

Input-Output Data

We use data from the Bureau of Economic Analysis (BEA)’s benchmark input-output (IO) tables

to construct measure of industry-level government spending. Benchmark IO tables based on

SIC codes are available for 1963, 1967, 1972, 1977, 1982, 1987, 1992. Starting in 1997, the

IO tables moved from a SIC-based classification to one based on the North American industri-

cal classification system (NAICS). We do not use the NAICS–based IO tables because we fear

merging industries based on NAICS-SIC correspondences may be fraught with additional error.

The IO tables are available on the U.S. Census Bureau’s web site.15 The table below lists

the file names for the transactions and total requirements benchmark IO tables.

Year Source file

Transactions
1963 1963 Transactions 367-level Data.txt
1967 1967 Transactions 367-level Data.txt
1972 1972 Transactions 367-level Data.txt
1977 1977 Transactions 366-detail Data.txt
1982 82-6DT.DAT
1987 TBL2-87.DAT
1992 SICUSE.TXT

Total requirements
1963 1963 Transactions 367-level Data.txt
1967 1967 Transactions 367-level Data.txt
1972 1972 Total Requirements 365-level Data.txt
1977 1977 Total Req Coeff 366-level Data.txt
1982 82CCTR.TXT
1987 TBL4-87.DAT
1992 CXCTR.TXT

Except for 1963, the IO data are available at a 6-digit level (537 industries); in 1963, the

data are available at 4-digit level (367 industries). All calculations are performed at the most

disaggregated level available.

Let Si j t be the value of inputs produced by industry i shipped to industry j in year t,

measured in producers’ prices. Direct government demand for industry i is the value of inputs

from industry i used by the federal government ( j = g):

(A.1) Gd
it = Si g t .

15. http://www.bea.gov/industry/io_benchmark.htm
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Although the IO tables distinguish between defense and nondefense federal purchases, we

take the sum of both categories. The table below lists the IO codes for the government for each

benchmark IO table.

Industry code

Year Defense Nondefense

1963 9710 9720
1967 971000 972000
1972 960000 970000
1977 960000 970000
1982 960000 970000
1987 960000 970000
1992 9600I0, 9700I0,

9600C0 9700C0

Indirect government demand is calculated using commodity-by-commodity unit input re-

quirement coefficients. Let ri j t be the commodity i output required per dollar of each com-

modity j delivered to final demand in year t. The indirect government demand for industry i’s

output is the direct government purchases from industry j times the unit input requirement of

industry i for industry j’s output:

(A.2) Gn
it =

Jt
∑

j=1

Gd
j t × ri j t .

Total government demand for industry i in year t is the sum of direct and indirect demand:

(A.3) Gi t = Gd
it + Gn

it .

After calculating direct and indirect government shipments, the IO data are aggregated (see

below) to merge with the MID data.

Manufacturing Industry Database

Data on manufacturing industries comes from the NBER-CES MID database.16 The MID database

contains annual data on 459 manufacturing industries from 1958 to 2005. The data are com-

piled from the Annual Survey of Manufacturers and the Census of Manufactures and adjust for

changes in industry definitions over time. We use the version based on the 1987 SIC codes.

16. Bartelsman, Becker and Gray (2000). The data are available at http://www.nber.org/
nberces/.
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We use MID measures of gross shipments; employment, annual hours worked, and the

wage bill for production and nonproduction workers; total capital; plant, equipment, invest-

ment, materials usage, and energy usage. The MID also includes price indexes for capital,

investment, materials, and energy. We create real series from the nominal values by dividing

by the appropriate price index. The production worker product wage is the production worker

wage bill divided by production worker hours times the shipments deflator.

Total Hours

The database provides information on annual hours only for production workers. We created

two measures of total hours using two extreme assumptions: nonproduction workers always

work 1,960 hours per year and nonproduction workers always work as much as production

workers. The constant-hours value is slightly less than the usual 2000 hours per year because it

allows for vacations and holidays, which are not included in production worker hours measures.

The results were very similar using both measures, so we only report the results using the

conservative assumption that nonproduction workers’ hours are constant.

Labor Share

The payroll data from the MID includes only wages and salaries; it does not include payments

for benefits, such as Social Security and health insurance. Thus, labor share estimates from the

MID are biased downward. Following Chang and Hong (2006), we use NIPA data to compute

the ratio of total compensation to wages and salaries for each 2-digit SIC manufacturing indus-

try.17 When the NIPA data migrate to the NAICS codes in 2001, we adjust the factor shares by

the difference in the ratio in 2000.

We merge these factors to our 4-digit data and use them to magnify the payroll data to

create more accurate labor shares.

Real Output

We construct real shipments by dividing nominal shipments by the shipments price deflator.

However, because firms hold inventories, shipments are not necessarily equal to output. Ac-

cording to the standard inventory identity, real gross output, Y , is equal to real shipments, S,

plus the change in real finished-goods and work-in-process inventories, I F . The MID database

reports only the total value of inventories, I , at the end of the year; it does not distinguish

inventories by stage of process in the reported stocks.

17. Compensation is from table 6.2; wage and salary accruals are from table 6.3.
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Fortunately, we can back out the nominal change in materials inventories from other data

in the MID. In particular, the measure of nominal value added, Ṽ , in the MID is defined as:

(A.4) Ṽ MID
i t = S̃i t − M̃i t +∆ Ĩ F

i t ,

where M̃ is nominal materials cost.

Since total inventories is the sum of finished-goods, work-in-process, and materials invento-

ries, I M , the change in materials inventories can be inferred from the change in total inventories

and the change in finished-goods and work-in-process inventories: ∆ Ĩ M
it = ∆ Ĩi t −∆ Ĩ F

i t . Using

this inventory relationship, we calculate real gross output as

(A.5) Yi t u
S̃i t

Pi t
+

�

Ĩi t

Pi t
−

Ĩi(t−1)

Pi(t−1)

�

−
∆ Ĩ M

it

Pi t
,

where P is the price of output. This formulation for gross output is not exact because the last

term, the change in real materials inventories, should be

Ĩ M
it

Pi t
−

Ĩ M
i(t−1)

Pi(t−1)
.

Unfortunately the MID does not have data on the stock of materials inventories at each point

in time necessary. As a result, our measure of gross real output in equation A.5 understates

production by

(A.6)
Ĩ M
i(t−1)

Pi(t−1)
×

Pi t − Pi(t−1)

Pi t
,

which is the product of the real initial stock of materials inventories (valued at output prices)

and the rate of inflation of output prices. According to BEA estimates of inventories and sales

in manufacturing, the real stock of materials inventories is about 50 percent of monthly sales,

or about 4 percent of annual sales. Even if annual inflation is as high as 10 percent, the bias

would only be −0.4 percent.

Marginal Markup

This section describes how we estimate Nekarda and Ramey’s (2010) marginal-average wage

adjustment factor for 2-digit SIC manufacturing industries. The adjustment factor (their equa-
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tion 7) is the ratio of the marginal wage to the average wage:

WM

WA
=

1+ρθ
�

dv
dh

�

1+ρθ
�

v
h

� ,

where here, h is average hours per worker, v is average overtime hours per worker, ρ is the

premium for overtime hours, and θ is the fraction of overtime hours that command a premium.

In the Current Employment Statistics (CES) data on production workers in manufacturing,

overtime hours are defined as those hours that are paid an premium so θ = 1 by definition. The

Fair Labor Standards Act requires that employers pay a 50 percent premium for hours in excess

of 40 per week for covered employees. As most workers who earned premium pay received a

50 percent premium, we set ρ = 0.5. Thus, to construct the ratio of marginal to average wages

we require data on v/h and dv/dh.

Unfortunately, the MID does not contain information on overtime hours. To obtain esti-

mates of overtime hours, we first regress v on h for each 2-digit industry in the CES data:

(A.7) (v/h)i t = ξi0+ ξi1hi t +ωi t .

The coefficients ξi0 and ξi1, reported in table A1, are then used with the annual hours data

at the 4-digit level in the MID to construct overtime hours. The value of v/h is then directly

calculated.

As in Bils (1987) and Nekarda and Ramey (2010), we estimate dv/dh using the parametric

specification

∆vi t =
n

bi0+ bi1 t + b2 t2+ b3 t3+ c1

�

hi(t−1)− 40
�

+ c2

�

hi(t−1)− 40
�2

(A.8)

+ c3

�

hi(t−1)− 40
�3
o

∆hi t + ai0+ a1 t + a2 t2+ a3 t3

+ di1 ln
�

Ni t/Ni(t−1)

�

+ di2∆ ln
�

Ni t/Ni(t−1)

�

+ ei t ,

where all parameters listed as a function of i are allowed to differ across industries.18 We

estimate this equation on a panel of 2-digit industries using quarterly data. All hours and em-

ployment data are for production and nonsupervisory workers. We seasonally adjust monthly

data for each industry, in the process removing outlier observations from holidays, strikes, and

bad weather, and then take a quarterly average.

18. See Nekarda and Ramey (2010) for details.
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IO-SIC Correspondence

We create a cross-walk between the IO data at various aggregations and years and the 1987

4-digit SIC codes used in the MID data. Some aggregation was required in both data sets to

achieve a one-to-one correspondence; this aggregation was made at the most detailed level

possible. The ultimate correspondence is between the 6-digit IO code–based IO data and the

4-digit SIC code–based MID data. The merged database contains 274 industries at the 4-digit

the SIC level.

The Web Appendix contains the complete correspondence between combined IO and com-

bined SIC codes. It also includes tables detailing how 6-digit IO codes were assigned to a

4-digit IO industry before aggregating to the 4-digit IO level. This assignment changes for each

benchmark IO table.

Some SIC codes also required combination. This aggregation occurs mostly at the 3-digit

SIC level, which roughly corresponds to the 4-digit IO level, but it was ultimately tailored to

preserve the best correspondence with the IO data. A complete list is available in the Web

Appendix.

Aggregates are constructed by summing component categories. Because the MID uses fixed-

weight deflators, we sum the real quantities and calculate deflators for the combined industries

as the ratio of nominal and real quantities.

Other Data Sources

Item Source

Average weekly hours and average BLS Employment, Hours, and Earnings database
weekly overtime hours ftp.bls.gov/pub/time.series/ee/

Four-firm concentration rate U.S. Census Bureau
www.census.gov/epcd/www/
concentration92-47.xls

Unionization rate Abowd (1990)

Nominal federal spending NIPA table 1.1.5, lines 22 and 23

Implicit price deflators NIPA table 1.1.9, lines 22 and 23
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Table 2. Comparison of Government Demand Instruments

Coefficient on instrument for
indicated dependent variable

Real Labor
Instrument Formula Sample gross output productivity

Five-year changes

1. Perotti (2008) ∆5Gi t/Si(t−5) 1963–92, 1.294∗∗∗ 0.196∗∗∗

1,630 obs. (0.122) (0.069)

2. Purged numerator φ̄i ·∆5Gt/Si(t−5) 1963–92, 0.897∗∗∗ −0.001
1,630 obs. (0.121) (0.067)

3. Purged numerator φ̄i ·∆5Gt/S̄i 1963–92, 1.541∗∗∗ 0.056
and denominator 1,643 obs. (0.128) (0.073)

4. NR w/ average share θ̄i ·∆5Gt 1963–92, 1.516∗∗∗ 0.067
1,643 obs. (0.129) (0.073)

5. NR w/ average share θ̄i ·∆5 ln GN
t 1963–92, 1.546∗∗∗ −0.003

1,643 obs. (0.138) (0.078)

6. NR w/ 1963 share θi 1963 ·∆5 ln GN
t 1963–92, 1.490∗∗∗ −0.017

1,643 obs. (0.139) (0.078)

Annual changes

7. NR w/ average share θ̄i ·∆ ln GN
t 1960–2005, 1.475∗∗∗ −0.130

12,536 obs. (0.115) (0.087)

8. NR w/ 1963 share θi 1963 ·∆ ln GN
t 1960–2005, 1.776∗∗∗ −0.156

12,536 obs. (0.139) (0.104)

Source: Authors’ regressions using data from the NBER-CES MID and BEA NIPA and IO tables.
Notes: Gi t is real shipments by industry i to government (IO); Si t is real total shipments by industry i;
GN

t is real federal purchases (NIPA). φi ≡ Gi t/Gt and θi ≡ Gi t/Si t . An overbar indicates a time average.
Specification is ∆ ln(Dependent variablei t) = αi + αt + β Instrumenti t + ωi t . All regressions include
industry (αi) and year (αt) fixed effects. Standard errors are reported in parentheses. *** indicates
significance at 1-percent, ** at 5-percent, and * at 10-percent level.
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Table 3. Reduced-Form Regressions of Industry Output on Government Demand

Independent variable (1) (2) (3) (4)

Dependent variable: Real shipments

Lagged dependent 0.021∗∗ 0.023∗∗ 0.029∗∗∗ 0.021∗∗

variable (0.009) (0.009) (0.009) (0.009)

∆gi(t−1) 1.591∗∗∗ 0.579∗∗∗

(0.166) (0.218)

∆gi t 2.239∗∗∗ 1.125∗∗∗

(0.165) (0.275)

∆gi(t+1) 2.055∗∗∗ 1.168∗∗∗

(0.167) (0.224)

Number of obs. 12,536 12,536 12,536 12,536
F statistic on ∆g 183.0∗∗∗ 91.8∗∗∗ 152.2∗∗∗ 70.9∗∗∗

Dependent variable: Real gross output

Lagged dependent −0.012 −0.007 −0.003 −0.011
variable (0.009) (0.009) (0.009) (0.009)

∆gi(t−1) 1.433∗∗∗ 0.290
(0.175) (0.238)

∆gi t 2.317∗∗∗ 1.288∗∗∗

(0.176) (0.314)

∆gi(t+1) 2.191∗∗∗ 1.250∗∗∗

(0.176) (0.249)

Number of obs. 12,262 12,262 12,262 12,262
F statistic on ∆g 173.1∗∗∗ 67.0∗∗∗ 154.8∗∗∗ 66.3∗∗∗

Source: Authors’ regressions using data from the NBER-CES MID and BEA NIPA and IO tables.
Notes: Specification is ∆zi t = αi +αt +ρ∆zi(t−1) + κ1∆gi(t−1) + κ2∆gi t + κ3∆gi(t+1) + εi t . ∆gi t is the
industry-specific change in government demand (equation 8). Estimated on a panel of 274 industries
over 1960–2005; all regressions include industry (αi) and year (αt) fixed effects. Standard errors are
reported in parentheses. *** indicates significance at 1-percent, ** at 5-percent, and * at 10-percent
level.
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Table 4. Reduced-Form Regressions of Industry Hours and Labor Productivity on
Government Demand

Independent variable (1) (2) (3) (4)

Dependent variable: Production worker hours

Lagged dependent 0.025∗∗∗ 0.027∗∗∗ 0.034∗∗∗ 0.024∗∗∗

variable (0.009) (0.009) (0.009) (0.009)

∆gi(t−1) 1.609∗∗∗ 0.460∗∗

(0.151) (0.197)

∆gi t 2.357∗∗∗ 1.403∗∗∗

(0.150) (0.249)

∆gi(t+1) 2.071∗∗∗ 1.039∗∗∗

(0.151) (0.203)

Number of obs. 12,536 12,536 12,536 12,536
F statistic on ∆g 247.6∗∗∗ 113.8∗∗∗ 188.4∗∗∗ 91.9∗∗∗

Dependent variable: Labor productivity

Lagged dependent −0.149∗∗∗ −0.150∗∗∗ −0.149∗∗∗ −0.149∗∗∗

variable (0.009) (0.009) (0.009) (0.009)

∆gi(t−1) −0.286∗∗ −0.226
(0.129) (0.178)

∆gi t −0.175 −0.198
(0.130) (0.234)

∆gi(t+1) 0.061 0.255
(0.131) (0.185)

Number of obs. 12,262 12,262 12,262 12,262
F statistic on ∆g 1.8 4.9∗∗ 0.2 2.3∗

Source: Authors’ regressions using data from the NBER-CES MID and BEA NIPA and IO tables.
Notes: See notes to table 3.
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Table 5. Reduced Form Regressions of Wages and Prices on Government Demand

Independent variable (1) (2) (3) (4)

Dependent variable: Real production worker wage

Lagged dependent −0.011 −0.012 −0.011 −0.011
variable (0.009) (0.009) (0.009) (0.009)

∆gi(t−1) −0.217∗∗ −0.170
(0.105) (0.139)

∆gi t −0.177∗ −0.082
(0.105) (0.176)

∆gi(t+1) −0.080 0.020
(0.106) (0.144)

Number of obs. 12,536 12,536 12,536 12,536
F statistic on ∆g 2.8∗ 4.2∗∗ 0.6 1.5

Dependent variable: Nominal production worker wage

Lagged dependent −0.184∗∗∗ −0.184∗∗∗ −0.184∗∗∗ −0.184∗∗∗

variable (0.009) (0.009) (0.009) (0.009)

∆gi(t−1) −0.032 0.023
(0.065) (0.087)

∆gi t −0.083 −0.071
(0.066) (0.110)

∆gi(t+1) −0.082 −0.042
(0.066) (0.089)

Number of obs. 12,536 12,536 12,536 12,536
F statistic on ∆g 1.6 0.2 1.5 0.7

Dependent variable: Output price

Lagged dependent 0.111∗∗∗ 0.111∗∗∗ 0.111∗∗∗ 0.111∗∗∗

variable (0.009) (0.009) (0.009) (0.009)

∆gi(t−1) 0.182∗∗ 0.167
(0.082) (0.109)

∆gi t 0.109 0.061
(0.083) (0.138)

∆gi(t+1) −0.005 −0.090
(0.083) (0.113)

Number of obs. 12,536 12,536 12,536 12,536
F statistic on ∆g 1.7 4.9∗∗ 0.0 1.9

Source: Authors’ regressions using data from the NBER-CES MID and BEA NIPA and IO tables.
Notes: See notes to table 3.
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Table 6. Effect of Industry Concentration and Unionization

Independent Real Total Real Output Labor
variable output hours wage a price a Productivity a

Four-firm concentration ratio b

Lagged dependent −0.012 0.025∗∗∗ −0.012 0.111∗∗∗ −0.150∗∗∗

variable (0.009) (0.009) (0.009) (0.009) (0.009)

∆gi t 1.554∗∗∗ 1.507∗∗∗ −0.150 0.156 −0.290∗

(0.338) (0.288) (0.125) (0.098) (0.155)

∆gi t ×C4i 0.991∗∗∗ 1.111∗∗∗ −0.153 0.054 −0.002
(0.366) (0.311) (0.136) (0.107) (0.170)

∆gi t ×C4i 0.207 0.062 0.290 0.021 0.184
(0.598) (0.509) (0.335) (0.263) (0.415)

Unionization rate c

Lagged dependent −0.013 0.024∗∗∗ −0.011 0.111∗∗∗ −0.150∗∗∗

variable (0.009) (0.009) (0.009) (0.009) (0.009)

∆gi t 1.058∗∗∗ 1.228∗∗∗ −0.320 0.335∗∗ −0.260
(0.329) (0.280) (0.198) (0.155) (0.242)

∆gi t ×URi 1.617∗∗∗ 1.445∗∗∗ 0.130 −0.191 −0.031
(0.353) (0.300) (0.212) (0.166) (0.261)

∆gi t ×URi 2.926∗∗∗ 2.137∗∗∗ 0.059 0.361 0.274
(0.885) (0.752) (0.532) (0.417) (0.652)

Number of obs. 12,262 12,536 12,536 12,536 12,262

Source: Authors’ regressions using data from the NBER-CES MID; BEA NIPA and IO tables; the U.S.
Census Bureau; and Abowd (1990).
Notes: Specification is ∆zi t = αi + αt + ρ∆zi(t−1) +∆gi t +∆gi tXi +∆gi tXi + σi t , where z is the log
of the dependent variable, αi and αt are industry- and year-fixed effects, ∆gi t is the industry-specific
change in government demand (equation 8), X is concentration or unionization rate, and σ is the error
term. Xi is an indicator for the upper tercile of X and Xi is an indicator for the lower tercile. Estimated
on a panel of 274 industries over 1960–2005; all regressions include industry (αi) and year (αt) fixed
effects. Standard errors are reported in parentheses. *** indicates significance at 1-percent, ** at
5-percent, and * at 10-percent level.
a. Uses ∆gi(t−1) in place of ∆gi t .
b. The lower cut-off is 25.8 percent; the upper cut-off is 44.0 percent.
c. The lower cut-off is 38.6 percent; the upper cut-off is 51.9 percent.
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Table 7. Reduced-Form Regressions of Other Inputs on Government Demand

Independent variable

Lagged
Dependent variable dep. var. ∆gi(t−1) ∆gi t ∆gi(t+1)

1. Production worker total hours 0.024∗∗∗ 0.460∗∗ 1.403∗∗∗ 1.039∗∗∗

(0.009) (0.197) (0.249) (0.203)

2. Production worker employment 0.026∗∗∗ 0.528∗∗∗ 1.407∗∗∗ 0.880∗∗∗

(0.009) (0.189) (0.238) (0.194)

3. Avg. hours per production worker −0.280∗∗∗ −0.088 0.038 0.177∗∗

(0.009) (0.071) (0.090) (0.073)

4. Nonproduction worker employment −0.101∗∗∗ 1.598∗∗∗ 0.936∗∗∗ 0.473∗

(0.009) (0.254) (0.320) (0.261)

5. Real capital stock 0.401∗∗∗ 0.378∗∗∗ −0.014 0.058
(0.008) (0.080) (0.101) (0.082)

6. Real materials excluding energy 0.000 0.424∗ 1.131∗∗∗ 1.689∗∗∗

(0.009) (0.257) (0.326) (0.265)

7. Real energy −0.087∗∗∗ 0.762∗∗∗ −0.320 0.683∗∗

(0.009) (0.284) (0.359) (0.293)

Source: Authors’ regressions using data from the NBER-CES MID and BEA NIPA and IO tables.
Notes: Dependent variable is annual change in the log of listed variable. Specification is∆zi t = αi+αt+
ρ∆zi(t−1) + κ1∆gi(t−1) + κ2∆gi t + κ3∆gi(t+1) + εi t . ∆gi t is the industry-specific change in government
demand (equation 8). Estimated on a panel of 274 industries over 1960–2005; all regressions include
industry (αi) and year (αt) fixed effects. Standard errors are reported in parentheses. *** indicates
significance at 1-percent, ** at 5-percent, and * at 10-percent level.
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Table 8. Instrumental-Variables Regressions of Markups on Government Demand

100 × coefficient

Instrument for ∆yi t

Independent ∆gi t ∆gi(t−1), ∆gi t , and ∆gi(t+1)

variable (1) (2) (3)

Dependent variable: Average markup

Lagged dependent −0.060
variable (0.039)

∆yi(t−1) −0.097
(0.066)

∆yi t −0.008 0.031 0.102
(0.053) (0.047) (0.065)

Number of obs. 12,536 12,536 12,262

Dependent variable: Marginal markup

Lagged dependent −0.076∗∗

variable (0.037)

∆yi(t−1) −0.100
(0.065)

∆yi t 0.001 0.042 0.119∗

(0.053) (0.048) (0.064)

Number of obs. 11,735 11,735 11,461

Dependent variable: Price-cost margin

Lagged dependent −0.245∗∗∗

variable (0.030)

∆yi(t−1) −0.089∗∗∗

(0.033)

∆yi t −0.021 −0.004 0.067∗∗

(0.030) (0.027) (0.033)

Number of obs. 12,536 12,536 12,262

Source: Authors’ regressions using data from the NBER-CES MID and BEA NIPA and IO tables.
Notes: Specification is ∆µi t = αi + αt + ρ∆µi(t−1) + β1∆yi(t−1) + β2∆yi t + εi t , where markup µ
is defined in equations 10-12. ∆yi t is annual growth of log real output in percent. ∆gi t is the
industry-specific change in government demand (equation 8). Estimated on a panel of 274 industries
over 1960–2005; all regressions include industry (αi) and year (αt) fixed effects. Standard errors are
reported in parentheses. *** indicates significance at 1-percent, ** at 5-percent, and * at 10-percent
level.
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Table 9. Instrumental-Variables Regressions of Output Growth on Input Growth

OLS IV OLS IV

Independent variable (1) (2) (3) (4)

All manufacturing (12,536 obs.)
∆x i t 1.112† 1.161† 1.114† 1.059

(0.007) (0.049) (0.007) (0.102)

∆h̄i t −0.034∗∗ 2.697∗∗

(0.016) (1.361)

Durable goods (8,432 obs.)
∆x i t 1.181† 1.205† 1.185† 1.140

(0.008) (0.044) (0.008) (0.099)

∆h̄i t −0.075∗∗∗ 2.988∗

(0.019) (1.719)

Nondurable goods (4,104 obs.)
∆x i t 0.935† 0.943 0.933† 1.392

(0.015) (0.485) (0.015) (0.988)

∆h̄i t 0.023 −1.554
(0.031) (2.573)

Source: Authors’ regressions using data from the NBER-CES MID and BEA IO tables.
Notes: Specification is ∆yi t = αi + αt + γ∆x i t +∆ai t . ∆yi t is annual change of log real output. ∆x i t
is annual growth of share-weighted log inputs (equation 15). ∆h̄i t is annual growth of average hours
per worker. In IV regressions, both independent variables are instrumented using ∆gi(t−1), ∆gi t , and
∆gi(t+1). Estimated on a panel of 274 industries over 1960–2005; all regressions include industry (αi)
and year (αt) fixed effects. Standard errors are reported in parentheses. *** indicates significance at
1-percent, ** at 5-percent, and * at 10-percent level. † indicates significantly different from unity at the
10-percent level.
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Table A1. Regression of Ratio of Overtime Hours to Average Hours on Average
Hours

Constant Average hours

Standard Standard
SIC bδ0 error bδ1 error R2

20 −0.377∗∗∗ 0.057 0.012∗∗∗ 0.001 0.297
21 −0.588∗∗∗ 0.056 0.017∗∗∗ 0.001 0.439
22 −0.464∗∗∗ 0.023 0.014∗∗∗ 0.001 0.781
23 −0.362∗∗∗ 0.012 0.011∗∗∗ 0.000 0.864
24 −0.529∗∗∗ 0.031 0.015∗∗∗ 0.001 0.702
25 −0.428∗∗∗ 0.023 0.013∗∗∗ 0.001 0.730
26 −0.304∗∗∗ 0.043 0.010∗∗∗ 0.001 0.363
27 −0.380∗∗∗ 0.030 0.012∗∗∗ 0.001 0.584
28 −1.018∗∗∗ 0.045 0.026∗∗∗ 0.001 0.782
29 −0.698∗∗∗ 0.080 0.019∗∗∗ 0.002 0.372
30 −0.620∗∗∗ 0.031 0.017∗∗∗ 0.001 0.760
31 −0.308∗∗∗ 0.023 0.009∗∗∗ 0.001 0.584
32 −0.634∗∗∗ 0.023 0.018∗∗∗ 0.001 0.856
33 −0.655∗∗∗ 0.014 0.018∗∗∗ 0.000 0.948
34 −0.721∗∗∗ 0.026 0.020∗∗∗ 0.001 0.853
35 −0.629∗∗∗ 0.030 0.017∗∗∗ 0.001 0.776
36 −0.625∗∗∗ 0.032 0.017∗∗∗ 0.001 0.732
37 −0.612∗∗∗ 0.025 0.017∗∗∗ 0.001 0.832
38 −0.683∗∗∗ 0.030 0.018∗∗∗ 0.001 0.780
39 −0.482∗∗∗ 0.033 0.014∗∗∗ 0.001 0.622

Source: Author’s regressions using quarterly CES data.
Notes: Regression of (v/h)i t = ξi0 + ξi1hi t +ωi t separately for each industry i. Sample contains 20
2-digit SIC industries over 1960:1–2002:4 (172 observations per industry). *** indicates significance at
1-percent, ** at 5-percent, and * at 10-percent level.
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Figure 1. U.S. Federal Government Spending, 1960–2005
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