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| ntroduction to Behavioral Economics
Like the subject matter of behavioral economics, tlourse is divided into two parts:

The first half studies “behavioral decision theomyddels of individual decision making.

e Standard economic models of decision making nestseful but extreme assumptions
about people’s preferences, how they form theielehnd adjust them in response to new
information, and how much will-power and self-catthey have in pursuing their goals.

e Behavioral decision theory studies the conseqgueotmodifying those assumptions in
psychologically plausible directions suggestedrtgospection, experiments, and
sometimes field observation. (These are summashedly and discussed in detail later.)

e The premise is that there are systematic and eagatly important deviations from
standard assumptions; otherwise we would be happitdk with the standard model.

e The modified assumptions are then used to re-oee standard economic analyses of
decision making, with the goals of explaining enwair puzzles and giving us ways to
think about economic issues that are not well rethfly standard models.



The second half of the course studies “behaviaalgtheory” models of how people
make decisions in interactive situations (“gamasiyhich a person’s own outcome and
welfare are influenced by others’ decisions as a®lher/his own decisions.

e Standard economic models of decision making inegarast on useful but extreme
assumptions about how people predict others’ datssi

e Behavioral game theory studies the consequenae®aifying those assumptions in
plausible directions suggested by introspectiori@rekperiments.

e The premise is that there are systematic and eagatly important deviations from
standard assumptions; otherwise we would be happtiak with the standard model.

e The modified assumptions are then used to “repdots of standard economic analyses
of decision making in games, again with the goagdlaining empirical puzzles and
giving us ways to think about economics issuesdahanot well handled by standard
models.



Even these vague descriptions make it clear tHas\beral economics is not a “field” like
international trade or industrial organizationisltlistinguished by its methods, not by its
subject matter.

They also suggest that behavioral economics &,dimd foremost, economics: just a
somewhat different way of doing it.

Most people who do behavioral economics hope thaitlieventually merge with and
enrich mainstream economics, hence losing its aentity as a field.

This is what happened with econometrics, and mezently with traditional game theory.



This point of view is very nicely expressed (in ubjpshed notes) by Matthew Rabin:

Premise 1: Most (not all) facts about people teansto be true and seem to be economi-
cally relevant—even if these assumptions didn’tegppn the prior generation of economics
textbooks are ... both true and economically releva

Premise 2: “Untraditional” or unfamiliar assumpoimcluding those that imply various
limits to rational utility-maximization, can andalld mostly be studied using exactly the
same set of tools and approaches economists at¢aifee., formal mathematical models
and statistical tests using laboratory and espgdiald data), using exactly the same
scientific criteria (good predictions, parsimony,. eas economists are used to. The sole

difference in methods and goals of most economist® isrbader array of aspects of
human nature we study.

Premise 3: Not only are familiar economic methaasagy but to a very large extent so are
familiar economic assumptions. The fact that tlageslimits to the correctness and ap-
plicability of these assumptions does not meanttiet aren’t often exactly the
appropriate assumptions—nor that they aren’t trelmesly useful even when not exactly
right. The material in this course is not mean agplacement of, but as an enhancement
of—and eventual component of-mainstream economide eventual goal ... is that ...
“behavioral economics” will eventually disappeataaseparate or isolated field....



|ntroduction to Behavioral Decision Theory

Before we start introducing behavioral decisiorotigel ask you to take a few minutes to
fill out a short survey that will help us think aliots assumptions later on.

Your answers will not be graded, or even evaluated;you are not even asked to put
your name on the form.

But the results will be more interesting and uséfybu answer the questions carefully.



Focusing for now on individual decisions, what doesnstream (standard neoclassical)
economics normally assume?

Homo Economicus (possibly unlike Homo Sapiens):

e |s perfectly rational, making choices that corsily maximize some exogenous, stable
set of preferences that depend on absolute lefelstcomes (rather than changes), even
with uncertainty (in which case preferences aresetqu utility), and even in dynamic
situations (in which case preferences are discawsuens of per-period expected utilities)

e |s also perfectly rational in the sense of costieand correctly making logical
nonprobabilistic inferences and applying the lafpgrobability to process information
and make probabilistic judgments (Bayes’ Rule, iog@nt reasoning, option value)

e Has perfect will-power and the ability to make doltbw intertemporal plans (even
contingent ones), with no conflict between the @refces of current and future selves

e |s almost always also assumed to be perfectlyistfested, caring exclusively about
her/his own consumption, though this assumptiorotsessential to mainstream theory



Familiar as they are, nothing essential dependshmther these assumptions are
considered “standard”.

Even rationality, though very important to the wvaypnomics is done, is not an essential
axiom without which no coherent theory is possible.

What are “standard” assumptions is only a convanicthe discipline, subject to change
when different assumptions appear to be more useful

In many settings the standard assumptions arenmabostylizations of the “facts” that
most of the people whose behavior we wish to ameadye usually self-interested and well-
informed, with coherent goals, and reasonable gkithaking plans to realize them.

The standard assumptions also embody a kind ofadetbgical humility, preventing us
from assuming we know more about people’s goalspasgibilities than they do.

But in other, equally important settings, stand@ssumptions are unreasonable as
descriptions of behavior.

This means more than that they are literally inectirall behavioral assumptions are
Incorrect to some degree. It means that they ateatically incorrect, and that the
Incorrectness has economically important consegsmtherwise we would be happy to
stick with the standard model.



In such settings the standards assumptions havetisoes significantly hindered research.

They have allowed/encouraged economists to igremearch that directly explores
preferences, beliefs, information processing, ahdradeterminants of human behavior.

There was no need to study the structure of pnetexedirectly, because under the
standard assumption that choices maximize prefespreferences can be inferred from
choices via revealed preference.

There was no need to study belief formation orrimimtion processing, because it was
assumed to be completely determined by rationpbitulates.

Behavioral economists, by contrast, have to be opafternative ideas and evidence
about preferences, beliefs, and information prangss

In such settings, behavioral economists (unlikeesaminstream economists) are willing
to consider deviations from standard assumptiomsrections suggested by behavioral
evidence, if it yields better explanations of omes than standard models do.



| now give some illustrative examples of systemand important deviations from
standard assumptions, starting with your survegarses and then discussing analogous
phenomena in the “field” (the economy outside tassroom or laboratory).

The examples are meant only to make the abstiaeinsénts above more concrete and
convince you that there is something worth furgtedy here; we’ll discuss these and
related issues more carefully later in the course.

| divide the examples into three groups, each atlwdefines a direction or directions in
which the standard model can be improved by makinge realistic assumptions:

e Choice under uncertainty (or certainty)

e Probabilistic judgment

e Intertemporal choice

These groups are the main components of behawecation theory studied in the course.
(For lack of time, | omit a fourth group, sociaefgrences, which includes deviations from

purely self-interested preferences such as altruesiviy, spite, and reciprocity. This group
IS also interesting, but well-covered in Econonidid4, Experimental Economics.)



Choice under uncertainty
First consider the answers to questions 1 (a and the survey.

(Actually there were two versions of each queshan3, one answered by half of you, one
by the other half. As we will see, comparing thewaers across the different versions
yields more information than examining the answiriisolation. Because the different
versions were assigned (essentially) randomly thadlass is fairly large, it's reasonable
to assume that the differences in answers acrosouaeflect something systematic about
people in general, rather than differences actusgtoups that answered each version.)

1a. Would you choose to lose $500 for sure orde BL000 with probability 0.5?

1b. Would you choose to receive $500 for sure oeteive $1000 with probability 0.57?

e Most people who answer questions like 1a chooses®$1000 with probability 0.5
rather than losing $500 for sure, suggesting “liskng” behavior with respect to losses.
(This suggests that people dislike losses so mhehdre willing to take a fairly large,
equal-expected-money-outcome risk just to reduegtbbability of a loss.)

e By contrast, most people who answer questionsllikehose to receive $500 for sure
rather than $1000 with probability 0.5, suggestimgk-averse” behavior with respect to
gains.
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These responses differ from standard assumptiomginvays:

e Standard theory tends to assume that peopleskraverse for all choices, unlike in the
risk-loving choices with regard to losses

e More importantly, standard theory almost alwaysia®es that preferences are defined
over absolute, final levels of outcomes (or proligtdlistributions of them) rather than
changes (or distributions of them), which strongllggests that choices should be
qualitatively the same—both risk-loving or bothkreverting—for 1a and 1b.

Why only “strongly suggests”?

If the people who answered 1a are as wealthy &g twbo answered 1b on average, then
the gains in 1b versus the losses in 1la tend terieklatter a bit richer than the former.

In principle, this could make them sufficiently rearsk-averse to flip the responses the
way they usually flip.

But this is not a plausible explanation, becausedifference is not large enough to
explain such a big flip.

(And more refined questions/experiments make k& lexen less plausible.)
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We will see a lot of evidence that the most plaesdxplanation of the flip is what
behavioral economists call “reference-dependerdfgoences: preferences defined, not
over absolute amounts, but over gains or losseseatefelative to some “reference point.

In defining reference-dependent preferences tocagxphe flip, it is natural to take the
reference point as the status quo before the chiouteve will have to think harder about
how to define it in other applications.

We will also have to think harder about “mental@atting” and “bracketing”: how the
individual groups choices and risks together inkimg about them.

Later on we will see several important examplegsig reference-dependent preferences
to explain economic puzzles. To name two, referagmendent preferences can explain:

e The phenomenon that race-track bettors tend tmmbet on long shots near the end of
the day at the track. (What's the reference pdiitfat's the bracket?)

e The phenomenon that house sellers who paid motéda houses (a sunk cost in
standard theory) set asking prices that are higloatyolling for quality, so that they tend
to take longer to find a buyer, but to sell atghler price. (What's the reference point?
What's the bracket?)
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Now consider the answers to questions 2 (a and b).

2a. Would you choose to receive $3,000 for sutte oeceive $4,000 with probability 0.87?

2b. Would you choose to receive $3,000 with prdiigit).25 or $4,000 with probability
0.2?

e Most people who answer questions like 2a prefdd@Bfor sure.

e But most people who answer questions like 2b p&4e000 with probability 0.2.

This by itself is not clear evidence that somethotiter than distributions of final
outcomes matters. But re-frame it as a two-stagesida as follows:

In the first stage, with probability 0.75 the pracesads with you winning $0, and with
probability 0.25 you move into the second stagehésecond stage, you choose between
receiving $4,000 with probability 0.8 and $3,000dare. (Your choice here must be made
before the outcome of the first stage is known.)

This is mathematically identical to the choice i But here, unlike in the equivalent
choice in 2b, most people choose $3,000 for sutlearsecond stage. Once they see the

chance of getting $3,000 for sure, they think alboat risk very diferently: not only the
distribution of final outcomes matters. (This quastlso relates to intertemporal choice.)
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Probabilistic judgment

Now consider the answers to question 3 (which Wwasame for all).

3. Suppose that one out of a hundred people ipdpalation have HIV. There is a test for
HIV that is 99% accurate. This means that if a@eifsas HIV, the test returns a positive
result with 99% probability; and if a person does Imave HIV, it returns a negative result
with 99% probabillity. If a person’s HIV test comaack positive (and you know nothing
else about her/him), what is the probability thheshas HIV?

Most people answer 99%. This is wrong. Perhapsgagoning went as follows:

e An HIV-negative person will probably receive a atge result (99% chance)

e An HIV-positive person will probably receive a pog result (99% chance)

e Conversely, if a person tested positive, she&kedylito be HIV-positive (99% chance)

The problem with this is that it ignores the baste (“one out of a hundred people in the
population have HIV”); ignoring the base rate makes systematically overestimate the
probability of rare events and underestimate tlodgbility of common events. Taking the
base rate into account requires at least an meuithderstanding of Bayes’ Rule: An HIV-
negative person is 99 times less likely to testtpasthan an HIV-positive person, but
there are 99 times more HIV-negative people. Tlsaseel out, so the probability that a
person testing positive has HIV is exactly 50%. (Wee how to do the algebra later)
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To see this point in a different way, considerdhswers to questions 4 (a and b).

4a. Jack’s been drawn from a population which B &#hgineers and 70% lawyers. Jack
wears a pocket protector. Use your own estimathefespective probabilities that
engineers and lawyers wear pocket protectors imat& the probability that Jack is an
engineer.

4b. Jack’s been drawn from a population which & 3@wyers and 70% engineers. Jack
wears a pocket protector. Use your own estimatheofespective probabilities that
lawyers and engineers wear pocket protectors tmats the probability that Jack is an
engineer.

If p, is the probability that Jack is an engineer {36 engineers, 70% lawyers) gnd

IS the probability that Jack is an engineer in 3026 lawyers, 70% engineers), then using
Bayes’ Rule we can show that (independent of tbeatrilities that engineers and lawyers
wear pocket protectors, which cancel outj(fip p)]/ [p2/(1- p)] = (3/7F~ 18%. But
people’s average estimates prandp, are virtually the same.

Again, people ignore the base rate and systemigtmatrestimate the probability of the
relatively rare event and underestimate the prdibabf common events.

Later on we will see several important examplegsifg this and other biases in
probabilistic judgment to explain economic puzzles.

15



| ntertempor al choice
Finally, consider the answers to questions 5 (aland

5a. Suppose | could give you either $100 in cagit mow or $x in cash in two weeks.
What is the x for which you would be indifferentlween the two options?

5b. Suppose | could give you either $100 in casbRimveeks or $x in cash in 54 weeks.
What is the x for which you would be indifferentlween the two options?

People typically answer that x = about 138 in 5bxoa about107 in 5b. Thus they are
much more impatient about a two-week delay of fication when immediate
gratification is possible than when the delay startly a year from now.

This is inconsistent with standard assumptions aimbertemporal preferences, where the
trade-off between consumption now versus two wéekas now is not systematically
different from the trade-off between consumptiobweeks and in 54 weeks.

As we will see, this “present bias” in intertemgdagreeferences helps to understand some
important economic puzzles that resist explanatimter standard assumptions.

To name one, in the US in 2001, there were oniidredit cards (5 per adult?), people
with credit card debt averaged almost $6000 inrzaa on which they paid interest, on
which they paid more than 18% interest on avera@king interest payments of about
$1000 per year per person carrying debt.

16



