Game Theory and 10 Practice Problemsfor Classesin Weeks 6 and 8
First-Year M. Phil Microeconomics, Michaelmas Term 2011
Vincent P. Crawford, University of Oxford (corrected omission of problem 3)

To beworked and handed in for the Week 6 class:

1. Consider the following two-person game:

Player 2
L R
Player 1 U 1,2 0,1
D 3,0 X, 1

Assume that both players know the value,aind both know that they know, and so on.

(a) For what values of (if any) is there a Nash equilibrium in which Réay. chooses R
with probability one? Explain, and describe theildoium or equilibria in different
cases.

(b) For what values of (if any) does decision R for Player 2 surviveated deletion of
strictly dominated strategies? Explain.

2. Two players, Row and Column, are driving towaadh other on a one-lane road. Each
player chooses simultaneously between going stré®hswerving left (L), and

swerving right (R). If one player goes straight tihe other swerves, either right or left,
the one who goes straight gets payoff 3 while therogets —1. If each player swerves to
his left, or each swerves to his right, then eastls § (remember, they are going in
opposite directions). If both go straight, or ifeoswerves to his left while the other
swerves to his right, then the cars crash and geishpayoff —4.

(a) Write the payoff matrix for this game.

(b) Find all of the game's rationalizable strateda each player.

(c) Find all of the game's Nash equilibria in pstategies.

(d) Find a Nash equilibrium in which Row uses agpstrategy and Column mixes
between two of his strategies. Clearly identify gthstrategy or strategies have positive
probabilities for each player, and what Column'ging probabilities are. (Hint: Which

of Row's pure strategies could make Column willmgut positive probability on two of
Column's pure strategies?)



(e) Find a Nash equilibrium in which both Row anal@®nn mix between two of their
strategies. Clearly identify which strategies hpusitive probabilities for each player,
and their mixing probabilities are. (Hint: Pick tyare strategies for each player—
because the game is symmetric, it's natural tthysame two strategies for each—and
figure out what the mixing probabilities would haweebe on just those two strategies.
Then compare each player's expected payoff witht W@ould get by switching to his
third strategy.)

(f) Find the (unique) Nash equilibrium where eatdypr uses all three of his strategies in
a mixture. (Hint: First prove that the probabilitief L and R must be equal in the
equilibrium mixture. Then show that for each platfer probability of S must be 5/8.)

3. Suppose three identical, risk-neutral firms nuestide simultaneously and irreversibly
whether to enter a new market which can accommaudyetwo of them. If all three
firms enter, all get payoff 0; otherwise, entrages$ 9 and firms that stay out get 8.

(a) Identify the unique mixed-strategy equilibri@md describe the resulting probability
distribution of the total ex post number of entsarf¥ ou are not asked to show this, but
the game also has three pure-strategy equililori@each of which exactly two firms enter;
but these equilibria are arguably unattainable ame-shot game in the absence of prior
agreement or precedent. The mixed-strategy equifibis symmetric, hence attainable.)

4. In each of the following games, graph playeestisesponse curves, letting p be the
probability that Row plays Up and g be the prokgbihat Column plays Left. Then use
your best-response curves to find all the equdilomieach game, whether in pure or
mixed strategies. (Games (a) and (b) are zero-suhoaly Row's payoffs are shown;
games (c) and (d) are non-zero-sum and both plgyaysffs are shown.)

Column Column
(a) Left Right (b) Left Right
Up -3 1 Up 5 -4
Row  Down 0 -5 Row  Down 1 2
Bill Bill
(©) B1 B2 (d) B1 B2
Al 4,2 -5,6 Al 3,2 0,1

Ann A2 -1,5 0,-2 Ann A2 1,0 4,6




Tobeworked and handed in for the Week 8 class:

5. Consider a two-firm Cournot model in which the ferfmave constant unit costs but the
costs differ across firms. Legloe firm j's unit cost, j=1,2, and assume that ¢,. The
firms' products are perfect substitutes, and ifgg # ¢ is total output in the market, the
inverse demand function is p(q) = a — bg, with@ > g and b > 0. The structure is
common knowledge.

(a) Derive the Nash equilibrium of the Cournot gamehich firms choose their
guantities simultaneously. For what values @fcg a, and b does this equilibrium
involve only one firm producing? Which firm will isibe?

(b) When the equilibrium in (a) involves both firpsoducing, how do their equilibrium
outputs and profits vary when increases? Explain your answer for firm 2, ushwg t
notion of strategic substitutes.

6. Consider the following two-person zero-sum betiame with private information.
Each of two players, 1 and 2, is independentlymgiv@rect but possibly imprecise
information about which of three ex ante equakelly states has occurred, A, B, or C.
As indicated by the borders in the table belowygtd learns either that the state is A or
that it is {B or C}; and player 2 learns either thiae state is {A or B} or that itis C. The
rules of the game, the information structure, alagqys’ rationality are common
knowledge. Once informed, the players choose sanattusly between two decisions:
Bet or Pass. A player who chooses Pass earns dfatter what the state is. If one player
chooses Bet while the other chooses Pass, both8ara matter what the state is. But if
both players choose Bet, then they get the palistéd for them in the table, for the state
that actually occurs.

player/state A B C
1 0 | 30 5
2 25 5 | 20

(a) What are the feasible pure strategies for plage~or player 2? Explain any notation
clearly.

(b) Show that the betting game has a trivial Baediash equilibrium in which each
player Passes in each of his information sets.

(c) Identify a nontrivial Bayesian Nash equilibriu(ilint: Try using iterated weak
dominance.) Can betting ever take place in youiliegum? Explain.



7. Consider the Battle of the Sexes game with gays indicated below. Assume, here
and below, that the structure is common knowleége each of the variations of timing
and information described below, write the game &ed payoff matrix, and then find
the game’s subgame-perfect equilibrium or equéipaind its equilibria (subgame-perfect
or not):

Fights Ballet

Fights |3 0

Ballet |0 1

(a) The original simultaneous-move game is a cotapteodel of the players' situation.
(b) The game is modified so that Row chooses hestinategy first and Column gets to
observe her/his choice (including the realizatibreaadomization) before choosing
her/his own strategy.

(c) The game is modified so that Row chooses resftinategy first but Column does
NOT get to observe her/his choice before chooserthis own strategy.

(d) The game is modified so that Row chooses hestinategy first and Column gets to
observe her/his choice (including the realizatibreamdomization) before choosing
her/his own strategy, but then Row gets to obs€alamn’s choice and (costlessly)
revise her/his own choice if s/he wishes, anddbigsion ends the game (so Row cannot
revise her/his choice). In this part, you are rsitea to completely describe players’
strategies or the entire set of equilibria, justalde the subgame-perfect equilibrium or
equilibria. Hint: Does Row's initial choice haveyaeffect on the subgames that follow?

8. (a) Give a clear and concise definition of et "strategy".

(b) Explain why a strategy must specify what theypl does off as well as on the
equilibrium path.

(c) Give a clear and concise definition of the témfiormation set".

(d) Explain why a player must make the same datigteeach node in one of his
information sets.

For each of the following statements, say whethisrtrue or false. If it is true, explain
why (or if you prefer, give a proof). If it is fasgive an example of a game for which it
is false.

(e) A subgame-perfect equilibrium in a sequentiakengame must be a Nash
equilibrium.

(H) A Nash equilibrium in a sequential-move gamesirie a subgame-perfect
equilibrium.



9. Imagine a market setting with three firms. Firmesn2l 3 are already operating as
monopolists in two different industries (they am¢ competitors). Firm 1 must decide
whether to enter Firm 2's industry and compete Wit 2, or enter Firm 3's industry
and thus compete with Firm 3. Production in Firsi@dustry occurs at zero cost, while
the cost of production in Firm 3's industry is 2 pait. Demand in Firm 2's industry is
given byp = 9 —Q, while demand in Firm 3's industry is givenfy 14 —Q', wherep
andQ denote price and total quantity in Firm 2's indpsindp’ andQ' denote price and
total quantity in Firm 3's industry.

The firms interact as follows. First, Firm 1 chesdetweert? andE?, whereE? means
"enter Firm 2's industry" an® means "enter Firm 3's industry.” This choicelisayved

by Firms 2 and 3. Then, if Firm 1 chd&& Firms 1 and 2 compete as Cournot duopolists,
where they select quantitiggandg,. In this case, Firm 3 automatically gets the
monopoly profit of 36 in its own industry. On thther hand, if Firm 1 cho<e®, then

Firms 1 and 3 compete as Cournot duopolists, wiheneselect quantitie' andgs'. In

this case, Firm 2 automatically gets the monopobfipof 20% in its own industry.

(a) Calculate the subgame-perfect Nash equilibofithis game and report the subgame-
perfect equilibrium quantities. In the equilibriudges Firm 1 enter Firm 2's industry or
Firm 3's industry?

(b) Is there a Nash equilibrium (not necessarilygaume-perfect) in which Firm 1 selects
E*? If so, describe it. If not, briefly explain why.

10. This question concerns repeated Prisoner'snnke games with one-stage payoff
matrix:

Column
Cooperate Defect
Cooperate 3,3 0,5
Row Defect 5,0 1,1

The “Tit-for-tat” strategy defined by: Cooperate the first play and from then on, in
each period, play the other player's most recesiiberved pure strategy.

(a) Is (Tit For Tat, Tit For Tat) a subgame-perfegtilibrium in a finitely repeated
Prisoner's Dilemma (with or without discounting$dtla Nash equilibrium? (You are not
required to prove your answers here, just explamtbriefly.)

Now suppose that you are playing an infinitely egpd Prisoner's Dilemma, with
discount factor 0.99 and payoffs as above. Theogerare numbered 1,2,3,....



(b) Is (Tit For Tat, Tit For Tat) a subgame-perfeqtilibrium in an infinitely repeated
Prisoner's Dilemma with discounting? Is it a Naghikbrium? (You are not required to
prove your answers here, just explain them brigfly.

(c) What is your best response to your partnenddegjy, "Cooperate in even-numbered
periods no matter what happened before, and Defectd-numbered periods no matter
what happened before"? (That is, what strategy miaris your expected discounted
payoff, given the stated strategy for your partri&eure to specify your best-response
strategy completely.)

(d) What is your best response to your partnenagegy, "Start out Cooperating, and
Cooperate in any period in which the other playeat(is, you) have not just Defected
twicein a row" (this strategy is called Tit For Two $g Does your answer depend on
the discount factor? Explain.

(e) Is (Tit For Two Tats, Tit For Two Tats) a subgaperfect equilibrium in the
infinitely repeated Prisoner's Dilemma with discofattor 0.997? Is it a Nash
equilibrium?



