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A bstract 

Experimental choice analysis continues to attract academic and applied attention. We review what 
is known about the design, conduct, analysis, and use of data from choice experiments, and indi- 
cate gaps in current knowledge that should be addressed in future research. Design strategies con- 
sistent with probabilistic models of choice process and the parallels between choice experiments 
and real markets are considered. Additionally, we address the issues of reliability and validity. 
Progress has been made in accounting for differences in reliability, but more research is needed to 
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determine which experiments and response procedures will consistently produce more reliable 
data for various problems. 

1. Introduction 

Consumers in real markets make decisions among competing alternatives. Much 
marketing research is directed toward predicting how those consumers will react 
to changes in available choice sets, typically in the context  of  adding new products 
or modifying existing ones. Survey methods that ask consumers to make choices 
from "experimental  choice sets" enable researchers to iearn about consumer  pref- 
erences for products and attributes that do not yet exist in real markets.  

Choice sets are termed "exper imenta l"  because some aspects of  their compo- 
sition are under the control of the researcher.  The objective is to simulate real 
choice situations to determine how consumers will react when faced with partic- 
ular choice situations. We focus on (1) how to model the choice process of inter- 
est, (2) how to take accounting of respondent  ability to provide information and 
answer questions concerning choice sets, (3) how to estimate how the model  pa- 
rameters of interest can be estimated in a cost-effective manner, and (4) how to 
validate the estimated model. We conclude with a brief  overview of techniques 
and practices that various authors have found useful in the course of  their applied 
work. 

2. Models of the choice process 

At a micro level, consumers make three basic types of choices. The first and most 
common is to select the most preferred among a set of discrete alternatives. The 
second is, conditional on a decision to buy, how many. The third is how long to 
wait between purchases of, equivalently, how long to undertake an activity. The 
first type of  choice lends itself to analysis with statistical models for discrete 
choice data (Ben-Akiva and Lerman,  1985); the second lends itself to analysis 
with statistical models for count  data (Cameron and Trevedi, 1986); and the third 
lends itself to analysis with statistical models for duration data (Nelson, 1982). 
The latter two models can generally be expressed using a less parsimonious (hut 
also less restrictive) discrete choice model (Sueyoshi,  1992) by discretizing the 
observed dependent  variable. Joint discrete/continuous models (Hanemann,  1984; 
Barnard and Hensher,  1992) are also possible. Although space constraints allow 
us to consider only models for discrete choice data, rauch of the discussion is 
applicable to surveys that elicit other  ibrms of choice data. 

The simplest discrete choice models are those with only two choices, I and II, 
such as whether  or not to purchase the product  in question. Such models are 
common where there are very limited data on actual choices rather than in choice 
experiments.  Binary choice models are also common in related contexts,  such as 
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voting in a referendum or choosing to undertake a medical operation, and can 
serve to illustrate a number  of  the basic features of  choice experiments.  In mar- 
keting, there are typically more than two possible choices, which we will denote 
with increasing Roman numerals. 

Each product  has attributes, such as price, and attributes potentially have dif- 
ferent levels that a researcher  may want to vary. Products potentiatly have large 
numbers of  attributes, Ak (k -- l, 2 . . . . .  K), and each attribute potentially has 
a large number of levels, A~~ (l = I, 2 . . . . .  L). Often, "b rand"  is an attribute 
used in choice experiments that tends to encompass a larger set of  attributes and 
levels. Effectively, brand becomes a common attribute of  the products taking on 
a different level (i.e., specific brand) for different products;  it is frequently imple- 
mented as a choice specific constant in statistical models. Orte product may also 
have an attribute not possessed by another. For  instance, transportation research- 
ers (Hensher,  in press) frequently want to predict the choice between car or bus, 
and interest may center  on how the percentage of the respondents choosing bus 
will vary with changes in f requency of bus service. Respondent  characteristics,  
such as distance from home to bus stop, may also influence this choice. 

Consumers are assumed to choose the alternative which gives them the most 
utility. Inherently an unobservable or latent variable, utility provides a convenient  
f ramework for relating observed choices to attribute levels. The utility of choosing 
alternative l can be represented by U1 = V(A~» A~~ . . . . .  A~~) + e» where V(o) is 
the systematic part of  utility and e~ is the random component  that has been inter- 
preted variously in the literature. The utility of  other  ehoices can be represented 
similarly. 

In the case of two choices, the model is relatively simple: some function of  the 
probability of  choosing alternative I (rather than Il) is regressed on some function 
of  the differences in the utility levels of  the two choices. With mõre than two 
choices one typically taust normalize on some aspect of the choice problem and 
consider how to account  for possible correlations between alternatives. Choice 
models can be estimated from a sufficiently large number  of  answers by a single 
respondent  to different experimental  choice sets or can be estimated with multiple 
respondents providing answers to multiple choice sets, which is more typical of 
applied work. Multiple respondents  providing answers to multiple choice sets also 
allows orte to estimate models with both product-attr ibute levels and respondent  
characteristics as predictors.  

Experimental ly varying the levels of  an attribute allows the researcher  to esti- 
mate how the frequency that a particular alternative is chosen varies with changes 
in the level of  that attribute. Lack of sufficient variation in the levels that an 
attribute takes in actual market  data is one of the principal reasons for using 
choice experiments since that variation is now under  the researcher 's  control.  The 
effect of  changing the level of  a single attribute is known as a main effect. Judi- 
clous design of  the experimental  cboice sets will also typically permit the esti- 
mation of  main effects as weil as key interactions, thus allowing one to predict 
the effect of  simultaneously changing two or more attribute levels. These effects 
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can be changes in the levels of two or more attributes of one product or a change 
in the level of orte or more attributes in both products. For example, the effect of 
increasing both the price and warranty period of product I in the presence and 
absence of a similar change in those attribute levels for product II. 

Statistical models used with choice experiments differ according to (1) the spe- 
cific functional form for the probability that a particular alternative is chosen, (2) 
the specific functional form that links the predictor variables to (1), and (3) the 
nature of the random component assumed for the difference of the utilities of the 
two choices. The mathematical expression for probability that any particular al- 
ternative is chosen is generally chosen to ensure that predicted probabilities lie 
within [0, 1]. Models are also typically chosen for computational tractability and 
generalizability to cases involving more than two alternatives. The most popular 
choices for (1) are logit and probit functions, while linear, quadratic, or log re- 
sponse functions for (2) are often chosen. Large data sets and increased compu- 
tational power are now encouraging the use of more general functional forms. 

At present, various generalizations of the binary logit model are generally used 
in applied work. Such models provide advantages in terms of computation and 
interpretability, at the expense of more restrictive assumptions concerning the 
relationship between alternative choices. Simple logit models (e.g., multinomial 
and conditional) embody what is known as the independence from irrelevant al- 
ternatives assumption (IIA). A consequence of their independent and identically 
distributed (IID) extreme value error assumption, IIA implies that the ratio of the 
choice probability for any two alternatives is unaffected by addition or deletion 
of alternatives. An equivalent way of expressing this assumption is that the ran- 
dom components of utility in logit model are uncorrelated between choices and 
have the same variance. As might be expected, this assumption may not hold in 
real data, and there are several ways to avoid this problem and remain in a logit 
framework. One is the "mother logit" specification (McFadden, Tye, and Train, 
1977), which allows the attributes of one alternative to influence the utility of 
another alternative, or a frequently used special case, the nested logit (NL) spec- 
ification, in which an inclusive value coefficient (similar in some respects to a 
correlation coefficient) is estimated between different branches of a nesting struc- 
ture within which the IIA property holds. A third approach is to parameterize the 
model so that the IIA property holds, which may simply require a more complete 
specification of the systematic utility component. 

A more general correlation structure can be accounted for in a natural fashion 
with a multinomial probit model (MNP), which allows for estimation of covari- 
ances between different alternatives. Unfortunately, such models rend to be com- 
putationally difficult for more than three alternatives and burdensome for large 
numbers of attributes and respondents. There is currently a growing literature on 
simulation methods for MNP models (see Joel L. Horowitz, this volume), which 
effectively increases the number of alternatives allowable in the estimation; we 
exDect such models to become more common in the near future. 
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3. Respondent limits and choke experiments 

Choice modeling is predicated on the integrity of the data collected from respon- 
dents who generally face some limits in their ability to process information. If 
tasks are too long or too difficult or lack sufficient realism and credibility, data 
quality will suffer in the sense of not containing the information sought. Unfor- 
tunately, respondents generally answer the questions asked and seldom go out of 
their way to point out problems with tasks posed. 

To some extent questionnaire design is an art; consequently it is difficult to list 
rules that guarantee generation of good data. However, some general rules can be 
applied: survey instruments always should be worded in as simple and straight- 
forward a manner as possible to help ensure respondent comprehension; choice 
tasks should be designed to be realistic and natural, approximating as closely as 
possible the actual choice context; and the choices offered should be credible. 

We have had success in administering choice experiments over a wide range of 
numbers of choice sets, numbers of choices, numbers of attributes, and numbers 
of levels. Experience suggests that an "average" questionnaire deals with about 
seven attributes, contains four choice sets, and has about four alternatives per 
choice set. However, this "average" masks a large amount of variability across 
studies and should not be taken to constitute a best practice recommendation. For 
example, we have been involved in studies with numbers of attributes ranging 
from two to thirty, numbers of choice sets ranging from one to thirty-two and 
numbers of alternatives per set ranging from two to twenty-eight. It is worth not- 
ing, however, that when one of these factors increases, others are generally re- 
duced accordingly. 

Several things can be done to help respondents with tasks. First, one should 
ensure that respondents understand the different product attributes and levels. 
This may be accomplished by using the attributes and Jevels in questions prior to 
the choice task, such as having respondents pick attribute levels that best describe 
their "usual" products. Use ofglossaries, detailed explanatory text, and/of visual 
representations may be helpful. Some recent studies (e.g., Anderson, Louviere, 
Daniel, and Orland, 1993) have used videotaped representations of attribute com- 
binations in choice sets. 

Second, it may be helpful to provide "warm-up" choice tasks to ensure that 
respondents understand taskso In some instances, it may be desirable for those 
choice sets to present alternatives from product categories other than the one of 
primary interest. Without "warm-up" sets, the quality of responses to the first 
few choice sets may suffer. Recently Swait (1993) examined the issue of data 
quality related to choice set order and suggests it may be necessary to discard or 
discount information from early choice sets in some instances. Similarly, boredom 
and fatigue effects may be observed if respondents are presented large numbers 
of complex choice tasks. Such effects may manifest themselves in respondents 
simplifying choice tasks by focusing on a small set of key indicator attributes like 
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brand and price or simply answering questions randomly. The presence of such 
effects can be tested by comparing individuals' marginal choice frequencies for 
choice tasks in different parts of the sequence. At some point there is undoubtedly 
a quantity versus quality trade-off in terms of the data collected, and it would be 
useful to have research that directly addressed these issues to provide more in- 
formed guidance for practice. 

Third, choice tasks sornetimes can be made more realistic by specifying choice 
contexts explicitly, such as, "Suppose you've been driving for four hours and 
decide to stop for fuel; you have the choice of these service stations." Indeed, 
the more concrete the choice task context, the more reliable and interpretable the 
results are likely to be. However, care must be taken in constructing the desired 
context because there may be some situations that respondents find implausible. 

Fourth, there may be a fange outside of which attribute levels are implausible 
and thus not treated seriously by respondents. Hence, attention should be paid to 
the possibility that some attribute levels may stretch credibility, especially if they 
vary from set to set. Between-subject designs may be more appropriate in such 
cases. It also may be difficult to vary attribute levels of branded alternatives, with 
which respondents are familiar outside fairly narrow ranges. For example, sup- 
pose we want to estimate market share for a new type of vehicle offered by three 
different manufacturers. Respondents may not be able to imagine a high-end lux- 
ury Yugo or a low-end Mercedes. 

Finally, it should be noted that it is possible to make the respondent's task too 
easy, for example, by including alternatives that "dominate" the others in the 
sense that they are "bettet"  on every benefit and cost attribute than the other 
alternatives in the choice set. In that case, the respondent choices do not reveal 
information about trade-offs between the levels of different attributes. This is 
most likely to happen with quantitative attribute levels instances and it may be 
desirable to generate designs that do not allow for such dominance (Wiley, 1978; 
Krieger and Green, 1991). 

3.1. Preference elicitation procedures 

Stated (and revealed) choice studies usually involve characterization of prefer- 
ence through observations of consumers' first choices. However, other methods 
of obtaining indicators of latent utility are also possible in stated choice experi- 
ments. These include (1) ranking alternatives in order of preference, (2) series of 
paired comparisons, (3) pick best and worst alternative, (4) bundle selection (i.e., 
pick j best alternatives), (5) consider/not consider in making decision, (6) judg- 
mental ratings, and (7) fixed-sum allocation tasks. Each method has associated 
with it one or more data collection procedures and model specifications, most of 
which are discussed in Louviere (1994a). 

Such methods attempt to obtain more information from respondents than is 
revealed by simply picking the best among the set of alternatives provided. At 
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orte level, all methods should produce similar information about respondent pref- 
erences if equally valid. However, tests of procedural invariance with respect to 
the systematic component of utility must account for the fact that different elici- 
tation procedures may influence the random component. This requires taking into 
account differences in the scale or variance of the estimates to compare estimates 
from different data types. For example, Swait and Louviere (1993) compare the 
cross-task validity of yes/no consideration and stated first choice data. In their 
empirical apptication, both tasks elicited the same preference function from re- 
spondents up to a multiplicative scale factor. They also show that once recogni- 
tion is given to the different variance levels, pooling both data sources yields more 
information upon which to estimate the underlying utility function. Similarly, Ben- 
Akiva, Morikawa, and Shiroishi (1991) consider pooling of revealed first choice 
and stated ranking data by scaling utility functions to account for different levels 
of variability in the data types. Louviere, Fox, and Moore (1993) also consider 
cross-task validity of alternative stated preference elicitation methods and show 
that several methods can be rescaled and pooled to produce a common utility 
function. 

One popular method that appears particularly troublesome is exploded togit 
(Chapman and Staelin, 1982) where ranked data is converted into a series of first 
choice data. This type of data seems to be particularly noisy and cannot be pooled 
without extensive corrections for differences in scale (Hausman and Ruud, 1987; 
Ben-Akiva, Morikawa, and Shiroishi, 1991). 

Future academic research should compare the reliability of different preference 
elicitation methods to define a set of "best practices" for the academic and market 
research communities. Comparative reliability tests should not alm at suggesting 
"optimal" elicitation procedures, but should address broader issues. For example, 
it would be useful to (1) characterize contexts in which each data type does or 
does not deliver the desired information, (2) examine under what conditions and 
for what objectives data from multiple elicitation procedures should be combined, 
and (3) develop more sophisticated forms of data pooling that bettet account for 
heterogeneity differences. 

3.2. Inclusion of constant a#ernatives in choice tasks 

In some experimental choice situations it may make sense to include alternatives 
whose attributes are held constant from choice set to choice set. These situations 
rend to fall into one of three categories. The first is a specified alternative, which 
is appropriate when there are some explicitly mentioned (and known) brands that 
compete against each other, plus one or more store brands or generics. It is im- 
portant that such specified categories be given an explicit description. This makes 
the task less confusing for the respondent and delimits more precisely the possible 
interpretations of modeling results. 
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The second is a "your current brand" alternative, which may be appropriate 
when research interest focuses on what attribute levels new products taust have 
to induce switching in well-established consumer purchase patterns, or which 
changes in existing brands will induce consumers of a particular competing brand 
to change. In this instance it may be desirable to study current consumers of a 
competing brand and to offer that alternative explicitly. 

The third is the inclusion of a "none" or no-purchase alternative. Inclusion of 
this alternative allows respondents to indicate that under the circumstances de- 
scribed in the choice set they would prefer not to purchase any of the alternatives 
shown. Inclusion of this alternative should be considered for two reasons: (1) it 
may enhance task realism, by making the set of alternatives more akin to the 
ù typical" marketplace decision problem, and (2) it may help estimate market pen- 
etration, making it mandatory to consider whether consumers purchase the prod- 
uct. The latter clearly can be seen by asking a random sample of respondents 
which of three brands of computers they prefer for home use. If a respondent is 
knowledgeable about computers from work experience but has no desire to have 
one at home, very strong preferences might be exhibited although that respondent 
will never be part of the potential market for home computers. The correct alter- 
native for such a respondent would be none. In other instances, consumers may 
lack the financial resources to purchase any alternatives offered. The fraction of 
respondents choosing the no-purchase option is likely to be highly context spe- 
cific. Clearly, omission of a no-purchase alternative when it is a realistic alterna- 
tive will adversely affect both market share and volume estimates. 

Olsen and Swait (1993) find that the behavioral processes captured by uncon- 
ditional (i.e., no-purchase alternative available) and conditional share models are 
not equivalent. This is not surprising because it would be necessary for IIA to 
hold between the no-purchase option and the other alternatives for both tasks to 
produce similar results. Hence, inclusion of a no-purchase option may require the 
use of a nested-logit model or other more complex choice models. 

The no-purchase alternative estimates market penetration if and only if respon- 
dents use it only wben all other alternatives present in a set provide less utility 
than making no purchase. Unfortunately, respondents may use no-purchase as a 
means to avoid making difficult decisions. Such "satisficing" is likely a function 
of task difficulty, respondent fatigue, and respondent characteristics (such as ed- 
ucation). Good survey design and incentives can help motivate respondents, thus 
minimizing this effect; but it can adversely influence model estimates (Huber and 
Pinnell, 1993). Characterization of situations where it is desirable to force choices 
between specific alternatives and to include no-purchase alternatives remains an 
open research issue. 

Of course, there are some situations where no-purchase alternatives make no 
sense and should not be included. For example, mode choice for work trips, 
wherein the population of interest (i.e., workers) necessarily have to make work 
trips, and the question is by which mode the trip will be made. Choice sets in- 
volving almost universally purchased consumer products iike toothpaste and toilet 
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paper also should not contain no-purchase alternatives, although "go to another 
store" might be a reasonable alternative to include. No purchase may also be 
inappropriate if respondents have been prescreened to be regular purchasers of 
the product class of interest and one of the alternatives offered is their current 
choice. 

4. Constructing experimental designs 

During the past decade considerable progress has been made in understanding 
and modeling choice behavior. New estimation methods are rapidly becoming 
available for more sophisticated and complex choice models. Concomitantly, new 
strategies for constructing experimental designs were developed during the past 
decade that permit researchers to simulate choice situations faced by decision- 
makers in most real market environments. In many cases, these designs support 
the estimation of more sophisticated choice models like mother logit, NL and 
MNP, in addition to the workhorse multinomial logit (MNL) model. However, 
there is little work on the comparative statistical properties of various design strat- 
egies. 

Successful implementation of choice experiments requires considerabIe up- 
front work dedicated to understanding the choice process and context(s) involved, 
identifying the attributes that influence choices, and selecting appropriate attri- 
bute levels. Careful consideration must also be paid to differences among individ- 
ual decision makers and task complexities. Once these critical elements are thor- 
oughly understood, then a design strategy for creating sets of choice alternatives 
taust be selected that is consistent with these elements and simulates actual mar- 
ket conditions of interest as closely as possible. 

Following this systematic approach to design selection, applied research should 
also address issues related to model identification and statistical efficiency before 
proceeding. Specifically, researchers should identify (1) choice processes or 
model types to be studied, (2) functional forms for utility to be estimated, and (3) 
measures of statistical efficiency used in evaluating design alternatives. In gen- 
eral, the more flexible the design is with respect to the first two items, the bettet. 
However, precision of estimates, or statistical efficiency, is conditional on the 
choice model and utility function, and generally there is a trade-off between flex- 
ibility in the model specification and statistical efficiency in selecting designs. 
This aspect of design selection and the issue of how statistical efficiency should 
be measured have not been extensively studied except for the binary choice model 
(Alberini and Carson, 1993). 

There are likely to be other issues that should influence the design chosen. 
Among these are (1) the level of aggregation in the analysis, (2) the presence and 
treatment of preference heterogeneity, (3) the data coHection method (e.g., per- 
sonal interviews, computer assisted interviews, telephone surveys, mail surveys), 
(4) the need for multiple versions of the survey and the number of respondents to 
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be assigned to each version, (5) the need for individual survey customization, 
commonly the case in transport applications (e.g., individual travel times for the 
journey to work vary widely, making it impractical and unrealistic to use the same 
fange of levels of travel times for all subjects), and (6) whether repeated measures 
are used and taken into account. 

Researchers familiar with traditional designs for linear models will find that 
background provides only a starting point for designing choice experiments. For 
example, consider a relatively simple problem involving four three-level attri- 
butes, none of which are brand harnes. There a r e  34, OF eighty-one, total possible 
alternatives. The design problem for choice experiments involves the selection of 
combinations (choice sets) of these eighty-one alternatives to satisfy the objec- 
tives discussed earlier. Assuming that one wants only choice sets of size three, 
there are 85,320 possible triples. The design problem involves selection of the total 
number of triples to be used and exactly which ones. Suppose the number of 
choice sets is arbitrarily restricted to fifty-four. There are more ways of selecting 
fifty-four triples from this universe of possible triples than the fastest computer 
could list in our life time. 

There is not yet a simple general theory that unambiguously yields the "best" 
design for any given situation; we question whether such a theory ever will be 
produced. Research to date has been primarily motivated by identification issues, 
using extensions of concepts and results from the general linear models literature. 
Useful reviews of this literature are provided by Louviere (1988) and the report 
of the Banff Conference (Batselt and Louviere, 1991). In general, these päpers 
review designs that satisfy the statistical properties of the mother logit model or 
its nested forms such as MNL. A systematic theory of estimable utility functions 
for MNL models has yet to be developed, but the general principte of designing 
experiments consistent with mother logit models in combination with familiar re- 
sults for linear models has led to the development of parsimonious designs that 
permit (1) a relatively wide range of utility specifications to be estimated and (2) 
the incorporation of useful tests of the IIA property of MNL models. For exam- 
ple, Louviere and Woodworth (1983) provide design strategies that support esti- 
mation of models ranging from the simple MNL case with alternative specific 
constants to mother logit models with alternative-specific utility functions that 
permit tests of IIA. As noted by Batsell and Louviere (1991), the statistical effi- 
ciency properties of these design strategies are not presently weil understood. 

4.1. Identiß'cation and inference 

There is considerable interest in design strategies that allow one to estimate and 
test models that violate the IIA property of the MNL model. Most recent work 
uses a mother logit framework, which allows the direct capture of "context ef- 
fects" on alternative I's choice probability from the presence of competing alter- 
natives in the choice set. When variation in alternative II's attributes affects the 
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probability of choosing I significantly more (or less) than would be predicted by 
IIA, the violation can be captured by the so-called attribute cross-effects. These 
are modeled by including terms for II's attributes in I's utility function (Batsell 
and Louviere, 1991). 

Alternatively, if alternatives are treated primarily as "brands," the context ef- 
fects are captured by "alternative cross-effects" in which the presence or absence 
of brands creates IIA violations. These are modeled through a~ternative specific 
constants in the utility function. Anderson and Wiley (1992) consider designs that 
allow estimation of these effects. Lazari (1991), Lazari and Anderson (1993), and 
Raghavarao and Wiley (1993) consider designs that allow alternative cross-effects 
along with a single attribute cross-effect. Anderson, Borgers, Ettema, and Tim- 
mermans (1992) develop a design for estimating both availability and attribute 
cross-effects for a transportation mode choice app[ication. 

A[though the motber logit model is a computationalty tractable and practical 
model on which to base choice experiments, it has theoretical drawbacks. With- 
out the imposition of particular restrictions it is difficult to demonstrate that the 
mother logit model is consistent with utility maximization. More appealing models 
like NL and MNP allow one to account for IIA violations and remain within the 
utility maximizing paradigm. To date, however, there have been few applications 
(e.g., Bunch, Bradley, Golob, Kitamura, and Occhiuzzo, 1993), of these models 
to analyze experimental choices. 

Efficiency 

Efficiency issues have been largely unexplored. Maximizing the determinant of 
the Fisher information matrix for the estimated parameters (D-optimality) is a 
useful general approach for design selection in choice experiments. In some in- 
stances interest may center on the derivatives of the choice probabilities with 
respect to the covariates rather than on the actual model parameters estimated, 
and this should be taken into consideration in choosing a design. In other in- 
stances it may be reasonable to use a c-optimal approach to minimize the confi- 
dence interval around a particular statistic of interest. Entropy, the expected log 
density of the parameter estimates, may also be useful criteria, particularly in 
small samples. 

Due to nonlinearities, design efficiency in most choice models depends on the 
(unknown) true values of the model parameters. One approach to this problem is 
to choose a "best guess" for parameters and derive a design based on that esti- 
mate. Probably a better approach is to look for designs that are relatively robust 
to changes in the true parameter values. Bunch, Louviere, and Anderson (1993) 
have performed such an exercise for MNL models using the D-optimality criteria. 
Their results highlight an important difference between choice models and stan- 
dard linear models - namely, that choice model probabilities are based on utility 
differences and hence on differences among attribute levels rather than on abso- 
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lute levels per se. They show that design efficiency is generally reduced by the 
number of zero attribute differences in the design matrix, which is related to the 
"information" obtained from the experiment. 

Kuhfeld, Garratt, and Tobias (1993) and Sawtooth Software (1993) have pro- 
posed interesting schemes for the systematic generation of near-orthogonal de- 
signs using computerized search procedures that appear to have important advan- 
tages in constructing experimental designs. Their efficiency properties should be 
investigated further. 

4.3. Repeated rneasures 

At one extreme, each subject can be randomly assigned to a single choice set 
without replacement. At the other, an experiment can be designed that is suffi- 
ciently compact to be completed by all subjects. The former avoids correlations 
among responses both within and between subjects, the latter maximizes the 
chances such dependencies will occur. In practice, most researchers adopt design 
strategies between these two extremes. Several recent papers (Borjas and Sue- 
yoshi, in press; Montopoli, 1992) have begun to provide the necessary statistical 
framework. 

4.4. Hierarchical and sequential designs 

Hierarchical choice models seek to address a problem that offen arises with 
choice experiments - namely, very long lists of attributes. This new and emerging 
literature extends Louviere's (1984) hierarchical conjoint model. For instance, 
Oppewal, Louviere, and Timmermans (in press) recently used integrated choice 
experiments to break a large list of attributes into smaller choice experiments by 
grouping the attributes into logical subsets based on theory, empirical evidence, 
or commercial practice. They show that choice data from separate experiments 
can be combined into a single estimation by logical substitution. However, there 
is currently insufficient empirical experience with this approach to understand its 
limitations and advantages, and little attention has been given to alternative de- 
sign strategies that would be consistent with the model. 

Sequential designs are another area of possible future work. Work is just begin- 
hing on sequential analysis for choice experiments (Kanninen, 1993), but the idea 
has strong appeal because most optimal design strategies for probabilistic choice 
models require a priori knowledge of the true model parameters. Various updating 
procedures can be used to select new choice sets that maximize the expected 
informational value of additional responses. The sequential approach can in- 
corporate information from previous work in a natural way and can potentially 
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be implemented in an efficient manner using computer-assisted interviewing 
techniques. 

5. External validity 

External validity results for choice models were discussed, and we concluded that 
the evidence, although encouraging, was incomplete. External validity was de- 
fined as evidence that the choice process and utility estimates obtained in a choice 
experiment are the same as the process and estimates that apply in the real market 
of interest. We eschewed issues like "how individuals really make decisions," 
regarding this as an example of process validity or "ultimate truth," of interest to 
but not centrally germane to out charge as a workshop. We believe consideration 
of context and other external factors is a key component of any study of externat 
validity. There is a dearth of published studies related to external validity. Several 
members of the workshop provided anecdotal evidence of predictive validity, 
which, although encouraging, was deemed insufficient. 

There are several empirical tests of predictive validity: (1) predicting the choice 
of a new product, and tracking the changes in choices of that product over time; 
(2) demonstrating spatial and temporal transferability of experimental choice 
model parameters; (3) predicting the real marketplace choices of separate but sta- 
tistically equivalent samples of individuals; and (4) demonstrating that utilities 
from a model conditional on real market choices were the same as utilities from a 
choice experiment, up to the limits of sampling error and rescaling by a positive 
constant. In the case of the first and most rigorous test, favorable anecdotal evi- 
dence was reported by several participants of models tracking changes in choices 
over time in Australia and the United States. With respect to published work, 
Kocur and Louviere (1983) applied choice models to backcast to changes in 
choices of public transport options in Xenia, Ohio, following a disastrous tornado 
in the early 1970s and found the model predictions tracked the changes. Horowitz 
and Louviere (1990) estimated choice models from a random sample of students 
who took the ACT college exam in 1987. They used the model to predict the 
eventual choice of college of a subset of the students and could not reject the 
hypothesis that the utilities in the two samples were equal up to rescaling by a 
constant. Finn, Louviere, Timmermans, and Hutchinson (1992) examined differ- 
ences in choice model parameters for choice of shopping centers in Edmonton, 
Eindhoven, Oslo and Orlando, and found that, except for Orlando, they could not 
reject the hypothesis of transferability. Mitchell and Carson (1989) report a num- 
ber of comparisons where survey-based estimates of the value of environmental 
amenities are similar to those derived using techniques based on revealed prefer- 
ences. Hensher, Barnard, Milthorpe, and Smith (1989) found their value of time 
estimates from revealed choice and stated choice travel data to be statisticaHy 
equivalent. This will not always be the case. Hensher and Battellino (1993), for 
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instance, showed that experimental utilities estimated at one point in time were 
unable to account for community acceptance of traffic management devices at a 
later point in time after installation. Thus, despite some encouraging progress, 
much more external validity research of a rigorous nature needs to be conducted 
before more definitive statements can be made. 

As noted earlier, tests of the equivalence of utilities estimated from choice ex- 
periments and observations of real market choices require that differences in scale 
between two data sets be taken into account. There has been considerable prog- 
ress since the Banff Conference. Work by Louviere and his associates, Hensher 
and his associates, and Ben-Akiva and the Hague Consulting Group have ad- 
dressed this issue with encouraging results. Several recent sources support the 
general usefulness of rescaling, including Hensher and Bradley (1993), Bradley 
and Daly (in press), Swait and Louviere (1993), Swait, Erdem, Louviere, and 
Dubelaar (1993), Adamowicz, Louviere, and Williams (1993), Louviere, Fox and 
Moore (1993), and Swait and Louviere (in press). 

Germane to issue of comparing revealed and stated choice data is the need to 
understand and predict differences in awareness and knowledge among con- 
sumers and to find ways to incorporate such differences directly in choice models 
along the lines begun by Anderson, Louviere, and Jenkins (1992). There is also 
related work in which choice experiments have been run in the context of labo- 
ratory test market and information acceleration studies, where the objective is to 
estimate trial and repeat rates for new products. 

6. Additional topics 

A variety of useful things have been learned by experience. These include tech- 
niques that aid in segment identification, exploratory analysis, and incorporating 
awareness and knowledge. With respect to  segment identification, if the segments 
are not known a priori, one is forced to define them a posteriori using sample 
information. This can be done using either the discrete responses or the number 
of times a specific attribute such as brand was chosen as a basis for clustering the 
respondents. Work by Brossier 0990) and Gaul and Schader (1988) provide po- 
tentially useful approaches to this problem. Increasing attention is also being 
given to latent class or mixture model approaches (Cardell, 1989; Ditlon and Ku- 
mar, in press; Swait, 1993). These models are special cases of a random coeffi- 
cients model. Unfortunately, estimation of such models currently poses formida- 
ble operational and computational problems. These problems are rapidly being 
solved but no general purpose software is yet available. 

If subjects receive different sets of choice sets, one taust rely on other ap- 
proaches. One obvious approach is to disaggregate the choice data and introduce 
individual difference measures to explain differences in tastes and preferences 
(e.g., Guadagni and Little, 1983; Louviere, Fox, and Moore, 1993; and Swait, 
Erdem, Louviere, and Dubelaar, 1993). While theoretically and empirically ap- 
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pealing, the number of possible terms potentially required in such a complex 
model may offen be daunting. For example, the final college choice modet esti- 
mated by Horowitz and Louviere (1990) contained weil over 100 terms, which 
was only a small fraction of the number of possible terms. 

Several exploratory research approaches have been useful in identifying poten- 
tially significant and meaningful individual difference effects. One is to cross-tab- 
ulate the choice data by alternative and individual difference variables to derer- 
mine likely candidate effects that might shift the alternative specific constants. 
Similarly, one can cross-tabulate the choice data by alternative, attribute, and 
individual difference measures to identify differences in responses to attributes of 
different alternatives. These simple analyses "work" because all choice data, 
whether from real market observations or choice experiments, can be viewed as 
very large and sparse contingency tables. The usual caveats that apply to marginal 
analyses that do not take the effects of all other variables into account apply to 
this simple-minded approach. A slightly more sophisticated version of the fore- 
going exploratory approach is to apply multiple correspondence analysis (MCA) 
to the choice data, an appropriately coded and weighted design matrix and the 
individual difference data as proposed by Kaciak and Louviere (1990). A re- 
searcher using MCA for any purpose should be aware of the limitations, pointed 
out by Hubert and Arabie (1992), on its interpretation. 
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