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The typical model of individual attitudes toward risk-to-life suggests that an individual’s willingness 
to pay for a reduction in mortality risk increases with the baseline risk. The higher-baseline 
hypothesis has been the subject of several empirical tests but results have so far been mixed. Using 
survey evidence, we present a situation in which subjects do prefer to reduce risks for which the 
baseline is higher. This finding is robust to several alternative explanations. Survey responses 
reflect subjects’ concerns about government effectiveness in risk reduction, environmental effects 
associated with the various hazards, and other idiosyncratic elements of the risks; however, these 
concerns appear to occur in addition to, not in lieu of, the preference to reduce higher risks. 
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1. INTRODUCTION 

The typical model of individual attitudes toward 
risk-to-life(’) suggests that an individual’s willingness to 
pay for a reduction in mortality risk increases with the 
level of risk, the “baseline risk.”(2) This higher-baseline 
hypothesis has been the subject of several recent empir- 
ical tests, but results have so far been mixed. Smith and 
Desvo~sges(~) reject the claim using survey data on will- 
ingness to pay for reductions in risk from hazardous 
wastes; however, other studies such as Viscusi and Ev- 
a n ~ ( ~ )  accept it (see Ref. 5 for a review). In the present 
paper, we test for the higher-baseline effect using data 
from two surveys of individual preferences for reduction 
of risks from sources such as pesticide residues on foods 
and leaks of hazardous wastes from Superfund sites. We 
find that people do prefer to reduce risks that are higher. 

We also test a number of alternative explanations 
of the higher-baseline effect. One possible alternative 
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explanation for our findings, unrelated to the Jones-Lee 
model, is that people want to reduce higher risks because 
they think that a larger reduction in risk can be obtained 
for a given expenditure on risk reduction; thus, they are 
interested in the amount of risk reduction rather than the 
baseline risk per se. A second alternative is that our 
subjects believe more people can be helped by risk-re- 
duction efforts when risks are higher, so that the higher- 
baseline effect really results from altruistic preferences. 
Third, subjects may feel that greater environmental im- 
provements will occur when higher-baseline health risks 
are reduced; the observed preference to reduce higher- 
baseline risks could then reflect concerns about the en- 
vironment rather than about the size of the baseline risk. 
Although our findings suggest that the first and third of 
these effects are present, they do not appear to explain 
a large portion of the preference to reduce higher base- 
line risks. A marked preference for reducing higher base- 
line risks, ceterisparibus, appears to be a robust aspect 
of behavior in the context of our surveys. 

In contrast to many of the previous papers that have 
looked at attitudes toward risk-to-life, we use respon- 
dents’ subjective assessments of (relative) risk as our 
measure of baseline risk, rather than either statistics on 
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past health outcomes (e.g., Bureau of Labor Statistics 
(BLS) data) or experimenter-provided information on risk, 
as in the Smith and Desvousges study.4 This allows us 
to avoid the problem either of using measures of baseline 
risk that are not the ones reflected in individual behavior, 
as may happen with BLS data, or of presenting in the 
survey information about the risk that conflicts with sub- 
jects’ prior beliefs.(*) 

2. THE SURVEYS 

We report the results of two in-person surveys ad- 
ministered to members of two local Parents-Teachers 
Associations (PTA).5 These groups contain a range of 
ages, ethnic origins, income, and education levels. Using 
members of the PTA allows us to survey at low cost a 
relatively large number of subjects that is probably more 
representative of the U.S. population than other com- 
monly surveyed groups, such as students or the League 
of Women Voters. Copies of the surveys are available 
from the authors. 

Subjects were asked the following question (Survey 
I version): 

A. Suppose the government were going to spend $50 million 
per year to reduce risks caused by one of these substances. 
Rank-order the substances from your first choice (give a rank 
of 1) to your last choice (give a rank of 8) for applying this 
money to. 
- Pesticide residues in drinking water 
- Indoor formaldehyde 
- Radon 
- Automobile exhaust 
- PCB in drinking water 
- Pesticide residues on foods 
- Increased radiation from the sun from use of CFCs 
- Chlorine transported by train 

Survey I1 was conducted 5 months later using sim- 
ilar questions, but three of the risky substances were 
changed. Pesticide residues in drinking water, indoor 
formaldehyde, and PCBs in drinking water were re- 

‘ Other studies that use subjects’ estimates of risk levels in their analy- 
sis are Gardner et al., (6) Gegax et al., (7) and Viscusi and Evans 

The surveys were administered at FTA meetings convened for an- 
other purpose. The FTA received $10 for each completed survey but 
individual respondents were not paid. Prior to the meeting, members 
were told that a fund-raising opportunity would be available but 
neither the survey itself nor the subject area were announced. At the 
meeting, no one explicitly refused to fill out the survey, although it 
was possible for a potential respondent to refuse by turning in a blank 
survey (for which the PTA was still paid). A few PTA members who 
requested it were allowed to take the surveys home and return them 
later, but the number of people who did this was small. 

(4) 

placed with foodborne organisms, leaking Superfund sites, 
and airborne mercury from incinerators.6 The working 
of the questions was similar for both surveys except for 
Environment (see below), where the scale was reversed. 

An important problem in understanding preferences 
for risk regulation is that the subjects’ beliefs about the 
risk levels are unknown. To treat this problem, respon- 
dents’ subjective assessments of three different measures 
of the baseline risk were elicited through the following 
questions (Survey I1 versions): 

Current Deaths: Rank-order the number of deaths caused by 
this substance in the U.S. last year. Give a rank of 1 to the 
substance that caused the most deaths and a rank of 8 to the 
substance that caused the fewest deaths. 
- Radon 
- Automobile exhaust 
- Foodbome organisms 
- Leaking Superfund sites 
- Pesticide residues on foods 
- Increased radiation from the sun from use of CFC’s 
- Shipping of chlorine 
- Mercury from incinerators 

Fuhire Deaths: Rank-order the substances from 1 to 8 in terms 
of the number of deaths you think will likely be caused by the 
substance in the U.S. 20 years from now. (List of eight sub- 
stances) 

Personal Rkk: Rank-order the substances from 1 to 8 in terms 
of how likely you think it is that the substance will cause a 
health problem for you personally, sometime in your life. (List 
of eight substances) 

The ranking method used in these questions for 
measuring risk preferences and perceived risk levels has 
the advantage, missing in many of the other studies in 
this area, that it avoids the problem that arises when 
respondents who report high values of willingness to pay 
also report high levels of the risks. In that case, the 
higher-baseline phenomenon could be observed in the 
aggregate even if it did not occur for any individual 
subject. 

The analysis also elicited subjects’ perceptions about 
government effectiveness in reducing risks from the sub- 
stance; the extend of exposure in the US.; and environ- 
mental effects. The survey questions were: 

Government Efectivems: Suppose that the government wanted 
to prevent deaths that were being caused by these substances. 
Rank-order the number of deaths that you think could be pre- 
vented, given the same amount of effort and expenditure by 
government on each substance. Give a rank of 1 to the sub- 
stance that you think the government would be able to prevent 
the most deaths from and a rank of 8 to the substance we’d be 

See Ref. 5 for a discussion of the baseline hypothesis when there 
are multiple sources of risk. 
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able to prevent the fewest deaths from. (List of eight sub- 
stances) 
- Radon 
- Automobile exhaust 
- Foodborne organisms 
- Leaking Superfund sites 
- Pesticide residues on foods 
- Increased radiation from the sun from use of CFCs 
- Shipping of chlorine 
- Mercury from incinerators 

Exposure: What percentage of the U.S. population do you think 
is probably exposed to this substance? 

Almost everyone Only a very few 

Randon 
Automobile exhaust 
Foodborne organisms 
Chemicals from leaking 

Superfund sites 
Pesticide residues 

on foods 
Increased radiation 

from sun 
Shipping of chlorine 

is exposed people are exposed 
99% 90% 75% 50% 25% 10% 1% 
99% 90% 75% 50% 25% 10% 1% 
99% 90% 75% 50% 25% 10% 1% 

99% 90% 75% 50% 25% 10% 1% 

99% 90% 75% 50% 25% 10% 1% 

99% 90% 75% 50% 25% 10% 1% 
99% 90% 75% 50% 25% 10% 1% 

Mercury from 
incinerators 99% 90% 75% 50% 25% 10% 1% 

Environment: How serious are the effects of the current levels 
of use of this substance on plants and wildlife, not counting 
the possible effects on human health? 

Almost no Very serious 
effects on effects on 
plants/wildlife plantdwildlife 

Pesticides 
Radon 
Foodborne organisms 
Automobile exhaust 
Leaking Superfund sites 
Increased radiation from sun 
Shipping of chlorine 
Mercury from incinerators 

1 2 3 4 5 6 7  
1 2 3 4 5 6 7  
1 2 3 4 5 6 7  
1 2 3 4 5 6 7  
1 2 3 4 5 6 7  
1 2 3 4 5 6 7  
1 2 3 4 5 6 7  
1 2 3 4 5 6 7  

in Tables I and II. For each of the eight substances (sources 
of risk), the dependent variable is the rank assigned by 
the subject to the substance in Question A, and the in- 
dependent variables are the ranks or scales assigned for 
each of the six attributes. If xlii is the perceived baseline 
risk from hazard i for subjectj (e.g., as measured by his 
ranking for the Current Deaths question) and if a ranking 
closer to one means higher risk, then the coefficient on 
xlii PI, measures the marginal utility of an increase in 
baseline risk. The baseline risk hypothesis is p1 <O. 

A complete response is a set of rankings for all eight 
sources for all six attributes. There are 68 complete re- 
sponses from Survey I and 104 complete responses from 
Survey 11. For each survey, we ran four regressions. 
Two regressions included only the three “risk size” 
measures and dummy variables representing each sub- 
stance, but no other risk attributes. The other two regres- 
sions included all six risk attributes and the dummy 
variables. 

Coefficients are similar for the two surveys, and 
those that are significantly different from zero have the 
expected signs. The similarity between the estimates for 
the two surveys is particularly striking because they come 
from different subject groups who evaluated different 
sets of risky substances. 

3.1. Higher Baseline Risk 

The null hypothesis is that higher baseline risk (rel- 
atively more current or future deaths or greater personal 

Table I. Maximum-Likelihood Results“ 

Current deaths 

Future deaths 

Personal risk 

3. RESULTS 

We analyzed the data using the rank-ordered logit 
procedure of Beggs et al.(9) This procedure is based on 
a random utility model in which the utility from regu- 
lating a risk from a particular source depends on the 
risk’s attributes.’ Maximum-likelihood results are given 

This procedure assumes that utility from regulating source i is in- 
dependent of the set of sources to be ranked, the independence of 
irrelevant alternatives assumption. This assumption is strong, and its 
failure may explain differences between the two surveys (compare 
coefficients on radon in Table 11). 

Survey I Survey I Survey I1 Survey I1 

Government 

Exposure 
effectiveness 

EnvironmenP 

Log-likelihood 
N 

- 0.094 
(3.02) 

(6.15) 

(5.02) 

-0.189 

-0.156 

606.94 
68 

- 0.084 
(2.60) 

(4.60) 

(3.56) 
-0.043 
(1.81) 
0.027 
(0.66) 
- 0.21 1 
(5.13) 

593.41 

- 0.153 

-0.118 

68 

- 0.036 
(1.57) 
- 0.259 
(10.24) 

(5.01) 
-0.126 

945.59 
104 

-0.027 
(1.10) 
- 0.238 
(9.07) 

(2.75) 
- 0.079 

-0.114 
(5.97) 
- 0.027 
(0.99) 
0.082 
(4.48) 

924.57 
104 

a Absolute values of the ratio of the coefficient estimate to its standard 

* The direction of the scale that Environment was measured on was 
error are in parentheses. 

different in Surveys I and 11. 
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Current deaths 

Future deaths 

Personal risk 

Table 11. Maximum-Likelihood Results with Hazard Dummy 
Variables Included" 

It is possible that Current Deaths and Future Deaths 
do not directly measure the individual's perceived base- 
line risk, but they are likely to be closely associated with 
it. We expect that many subjects will feel personally at 
risk from the substances in about the same degree as the 
general population (which Current Deaths and Future 

(5.02) (4.41) (9.00) (3.61) Deaths measure), although such a presumption should 
-0.094 -0.080 -0.126 -0.237 indeed be tested. Note that by emphasizing mortality 

survey I sumey I survey 11 survey 11 

(2.12) (1.98) (0.13) (0.13) 
- 0.073 - 0.069 - 0.003 - 0.003 

-0.172 -0.158 -0.245 -0.113 

Government 
effectiveness 

Exposure 

EnvironmenP 

Radon - (dummy variable) 
Auto exhaust 

(dummy variable) 
Pesticides on foods 

(dummy variable) 
Solar radiation 

(dummy variable) 
Pesticides in 

drinking water 
(dummy variable) 

Indoor formaldehyde 
(dummy variable) 

PCBs in drinking water 
(dummy variable) 

Leaking Superfund sites 
(dummy variable) 

Foodborne organisms 
(dummy variable) 

Mercury 
(dummy variable) 

(2.80) (2.25) 

-0.258 
(0.91) 
0.053 

(1.18) 

(2.93) 
0.96 1.08 

(5.03) (5.08) 
1.65 1.67 

(9.08) (8.55) 
1.79 1.81 

(9.60) (9.33) 
0.87 0.97 
(4.38) (4.49) 

-0.132 

(4.39) (8.41) 

- 0.103 
(4.72) 
0.047 

(1.47) 
0.118 

(4.46) 
-0.10 -0.22 
(0.69) (1.22) 
0.92 0.84 

(6.38) (4.44) 
0.71 0.72 

(4.86) (4.18) 

(0.22) (1.39) 
-0.03 0.26 

2.04 2.05 
(11.05) (10.63) 

0.83 0.97 
(3.89) (4.28) 
1.60 1.62 

(8.51) (8.06) 
0.69 0.82 

(4.28) (4.68) 
0.12 0.33 

these attributes may also be capturing aspects of (per- 
sonal) baseline risk beyond what are captured by Per- 
sonal Risk Future Deaths is probably a better indicator 
of either of these aspects of baseline risk than Current 
Deaths because of the long delay that occurs between 
exposure to most of these substances and the appearance 
of any adverse health effects; thus, a current high level 
of exposure will manifest itself as a cause of deaths 
occurring 20 years from now. 

3.2 Alternative Explanations 

A compelling alternative to the higher-baseline the- 
ory is that the amount of risk reduction that will occur 
as a result of regulation is believed to be bigger when 
the substance is responsible for more deaths. Thus, the 
higher-baseline effect could be observed if the subject 
were unconcerned with baseline risk itself and simply 
wanted the largest risk reduction (most lives saved) pos- 
sible. This is a reasonable belief about the risk-reduction 
technoloeies available to the government. Government " " 

(o*82) (2*07) Effectiveness is positively correlated with Future Deaths 
0.09 0.14 in both surveys. In cc\ In I?\ 

( U . J J J  (U. I I ]  

be-likelihood 569.92 565.89 916.33 904.61 

Absolute values of the ratio of the coefficient estimate to its standard 
error are in parentheses. 

* The direction of the scale that Environment was measured on was 
different in Surveys I and 11. 

risk) is associated with stronger preference for risk re- 
duction. All three variables have the correct signs in 
Tables I and 11, and all except Current Deaths in Survey 
I1 are significantly different from zero at the 95% level. 
Thus, we accept the higher-baseline hypothsis. Future 
Deaths seems to have a larger effect on the rankings in 
Question A than Personal Risk, which in turn has a 
larger effect than Current Deaths, but all three attributes 
are highly correlated.8 

The correlations are: PR and CD, 0.62 and 0.53; PR and FD, 0.62 
and 0.52; FD and CD, 0.56 and 0.52 (Surveys I and 11). 

We use Government Effectiveness as a measure of 
the perceived size of the risk reduction that would be 
experienced. Government Elpfectiveness has a negative 
and significant coefficient in all cases, which implies 
that greater government effectiveness (ranked closer to 
1) is associated with stronger preference for risk regu- 
lation, as expected. Thus, preferences for risk reduction 
reflect a desire for government action in those areas in 
which government is most effective. 

Another explanation for the observed relationships 
between the ranking in Question A and the baseline risk 
is that preferences reflect an altruistic concern by the 
subjects about the number of people who will experience 
at least some reduction in risk, and that this number is 
positively correlated with the baseline risk. The hypoth- 
esis is that the subjects prefer to reduce risks from sub- 
stances to which more people are exposed (i.e., that 
Enposure will have a negative coefficient in the utility 
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from risk redu~tion).~ The estimated coefficients are not 
significantly different from zero in either case, and they 
are negative only for Survey 11. Therefore, we reject this 
hypothesis. 

Although the surveys emphasize the risks to human 
health, subjects may be equally concerned about envi- 
ronmental effects and the possibility for environmental 
improvement as a result of risk reduction. The variable 
Environment should have a negative coefficient in Sur- 
vey I and a positive one in Survey I1 since the question 
is scaled in the opposite direction on the surveys. In both 
cases, the coefficients are highly significant and have 
the expected signs. 

3.3 Other Substance Attributes 

There may be other attributes that play a role in risk 
preferences. These include familiarity, voluntariness, 
dread, or newness (as Slovic er aZ.(’O) have suggested), 
salience, or other economic variables such as the cost of 
individual actions to reduce the risks. Some of these may 
be correlated with the perceived size of the risk. 

To explore the possibilities, we added a dummy 
variable for each hazard to capture the effect of attributes 
not otherwise included. Results are shown in Table 11. 
Although there are differences between the two surveys, 
subjects appear to prefer reducing the risks from auto 
exhaust, pesticides in water or on food, and water pol- 
lution, even when we account for the baseline risk, gov- 
ernment effectiveness, or environmental effects. The 
significance of the coefficients on the dummy variables 
suggest that there may be other attributes, not included 
so far, that play a role in subjects’ attitudes toward en- 
vironmental health risks, as Slovic et al. ’s  results sug- 
gest.(lO) The small sample of hazards investigated makes 
it difficult to speculate what those attributes might be, 
and in future work we hope to consider this issue in 
more detail. 

3.4 Higher-Baseline Hypothesis vs. Alternative 
Explanations 

We estimated rank-ordered logit models (not shown) 
that excluded the three baseline risk measures and did 
likelihood ratio tests on the joint restriction that the coef- 
ficients on Current Deaths, Future Deaths, and Personal 

A substance’s Exposure is coded as 1 if the response in the exposure 
question is 99%, 2 if the response question is 90%, and so on up to 
7 if the response is 1%. 

Risk are zero. The hypothesis is rejected at the 95% level 
for each survey. 

Further evidence comes from regressions with only 
the baseline risk measures included as explanatory var- 
iables. If Personal Rkk and Future Deaths were merely 
“standing in” for other risk attributes, their coefficients 
should then change substantially when other variables 
are added to the regressions, even if these other variables 
are measured with error. Note, however, that large and 
essentially unchanged coefficients on Personal Risk and 
Future Deaths appear in all of the regressions, particu- 
larly for Survey II. Thus, it is unlikely that Futwe Deaths 
or Personal Risk are significant primarily because they 
capture concerns about government effectiveness, ex- 
posure, the environment, or unnamed idiosyncratic ele- 
ments, rather than because subjects prefer to reduce higher 
baseline risks. The data consistently support the higher- 
baseline hypothesis. 

4. CONCLUDING REMARKS 

Our subjects appear to prefer to reduce risks for 
which the baseline risk is higher. This finding is robust 
to several alternative explanations. Survey responses also 
reflect subjects’ concerns about government effective- 
ness in risk reduction, environmental effects associated 
with the various hazards, and other as-yet-unspecified 
elements of the risks; however, these concerns appear 
to occur in addition to, not in lieu of, the preference to 
reduce higher risks. Note that subjects’ perceptions of 
baseline risks need not conform to more objective mea- 
sures of the risks, and an evaluation of risk preferences 
based on such objective measures may not reveal a higher- 
baseline effect. Such risk perceptions may themselves 
be influenced by various economic and psychological 
features of the hazards. 

The important implication of this finding for ana- 
lysts interested in the economics of risk-to-life is that 
the “value of life” that is appropriate for valuing small 
risk changes is not necessarily the same for all risks, but 
instead is higher for higher risks. This puts a regulatory 
goal of equalizing the cost per life saved into question, 
since the work reported here implies that lives saved 
from reductions in higher baseline hazards are more 
valuable than lives saved from lower baseline hazards. 
It remains an open question, however, just how large 
this effect is and whether it can be used to rationalize 
existing differences inthe implicit cost per life saved in 
society. 
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