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Abstract

This paper develops a model of private bilateral contracting, in which an exoge-

nous network determines the pairs of players who can communicate and contract with

each other. After contracting, the players interact in an underlying game with globally

verifiable productive actions and externally enforced transfers. The paper investigates

whether such decentralized contracting can internalize externalities that arise due to par-

ties being unable to contract directly with others whose productive actions affect their

payoffs. The contract-formation protocol, called the “contracting institution,” is treated

as a design element. The main result is positive: There is a contracting institution that

supports efficient equilibria for any underlying game and connected network. A critical

property is that the institution allows for sequential contract formation or revision. The

equilibrium construction features assurance contracts and cancellation penalties.
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1 Introduction

In many contractual settings, there is multilateral productive interaction but barriers prevent

the parties from contracting all together. Instead, contracting is possible only in certain

small groups that are exogenously specified. These settings often feature externalities due to

lack of direct links (LDL), in which agents are unable to contract directly with others whose

productive actions they care about. A fundamental issue is whether LDL externalities can be

internalized through such decentralized contracting, leading to efficient outcomes.

In this paper, I develop a noncooperative game-theoretic model to study the efficiency

issue. Efficiency is defined in the Pareto sense. The model has the following structure:

• Players interact in the contracting phase followed by the production phase, the lat-

ter a commonly known underlying game in which the players simultaneously choose

productive actions.

• Only bilateral contracting is possible. An exogenous network describes the pairs of

players who can communicate and establish contracts. Contracting is private and in-

dependent across these contractual relationships.

• A contract specifies an externally enforced monetary transfer between the contracting

parties as a function of the outcome of the underlying game, which is verifiable by

everyone (global verifiability). Payoffs are linear in money.

An illustration of the set of players and network is shown in Figure 1, where each node is

a player and edges of the graph denote the pairs of players who can contract. As an example

of an LDL externality, player i’s and player k’s payoffs in the underlying game may depend

on each other’s productive actions, and yet these players are unable to contract together.

The pair (i, j) can establish a contract, and so can the pair (j, k), implying that a chain of

contractual relationships can, in principle, arise endogenously to indirectly connect players i

and k. Observe that a more distant LDL externality may exist between, say, players i′ and k′,

and it is possible to indirectly connect them via a longer chain of contractual relationships.

In this environment, contractual linkages can be made only by specifying transfers in

one contractual relationship as a function of productive actions taken by agents in other

relationships. For instance, the contract between players i and j could specify a transfer

between them contingent on player k’s action in the underlying game. The model rules out

“contracts on contracts,” such as if the contract between players i and j could make the

transfer between these players contingent on the contract formed between players j and k.
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Figure 1: A network of contractual relationships.

To study the prospect of efficient outcomes without arbitrarily specifying the noncoop-

erative protocol for interaction in the contracting phase (and its idiosyncratic constraints), I

take the novel approach of treating this protocol, which I call the contracting institution, as

a design element. Formally, a contracting institution is an extensive game form in which the

players freely send messages that determine their externally enforced contracts. For a given

contracting institution, the players will play a grand game in which they first interact in the

contracting institution, then simultaneously select their actions in the underlying game, and

finally receive payoffs including the contracted transfers.

Critically, the contracting institution is restricted by the network of links and by assump-

tions that represent the notion of private, independent, and voluntary contracting: First, each

player receives messages from only those to whom she is linked in the network, and she

does not observe messages exchanged between other players. Second, the contract formed

between any pair of players depends on only the messages they exchange, not on messages

sent or received by other players. Thus, third parties cannot dictate the terms of a contract,

and contracts on contracts are not feasible.1 Third, players can reject contracts, which en-

sures the definition of contract is conventional in that the consent of both parties is required.

I focus on a “possibility” question: Is there a contracting institution that implements

efficient outcomes, meaning that, fixing the contracting institution, for every underlying game

and network in a given class, the grand game has an efficient sequential equilibrium? If so,

then we can say that under the right conditions for contracting, in all productive settings

with global verifiability, LDL externalities can be overcome by decentralized formation of

contractual chains.

Why is the possibility question interesting? First, LDL externalities exist in a plethora
1The second assumption can also be motivated on the basis of contracts being verifiable only locally (when

enforcing a contract between two players, the court does not observe contracts written by others).
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of economic settings, and they often traverse extensive networks and occur bidirectionally,

so the question has practical significance.2 Second, the possibility question does not have

an obvious answer; addressing it requires a novel noncooperative modeling exercise with a

number of subtleties. Third, a positive general result would constitute an extended Coase

Theorem that can serve as a useful benchmark for analysis of complex contractual settings.

The Theorem presented here answers the possibility question in the affirmative for con-

nected networks, showing that LDL externalities can generally be internalized. The proof

entails an elaborate equilibrium construction, but three essential economic elements can be

easily described. First, the contracting institution allows for sequential contract formation,

with multiple rounds in which contractual arrangements can be made and adjusted. Second,

players coordinate on assurance contracts with penalties, which guarantee that specified

third parties will select their part of an efficient action profile in the underlying game. Third,

the players agree to cancellation penalties that discourage them from cancelling tentative

contracts except in onerous situations.3 In equilibrium, a “core group” of players, including

all whose productive incentives must be managed, endogenously emerges. Pairs make their

initial contractual commitments in sequence, ending with the core group. In each round, a

player’s behavior with one contracting partner depends on her experience with others.

While the Theorem presents as an encouraging result about attaining efficiency, its more

practical use may be as a reference point for applications. The analysis shows that effi-

cient contracting relies on having the right kind of contracting institution as well as players

coordinating on a socially desired equilibrium, conditions that some real settings may lack.

More generally, by precisely accounting for the contracting institution and enforcement tech-

nology, the modeling framework helps classify methods of establishing contractual linkages

across relationships. The framework can be modified to examine variations in the fundamen-

tals of contracting, such as the extent of verifiability and the scope of external enforcement.

2Examples include (i) collaboration agreements between firms on projects that rely on investments by their
suppliers; (ii) data-transmission networks, where end users contract with local service providers and content
providers but care also about the actions of “Tier-1” firms that transmit data between them; (iii) the internal
organization of a firm, where multiple workers have employment contracts with the firm but care about each
others’ productive actions and may not be able to contract with each other; (iv) sales of goods exhibiting
network externalities, where each consumer cares about the other consumers’ use of the seller’s technology;
(v) platforms that facilitate transactions between buyers and sellers, where agents on one side of the market
care about whether agents on the other side make investments tied to a particular platform intermediary; and
(vi) supply contracting in vertically integrated industries.

3Options to terminate are common in contracts across industries. Assurance arrangements are also com-
mon, particularly with respect to the performance of subcontractors. Contracting partners sometimes develop
detailed criteria for the practices of each others’ employees and suppliers. Such “talent management” is docu-
mented in the World Management Survey dataset, as discussed recently by Bernstein and Peterson (2020).
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Related literature

As noted, the modeling exercise herein generalizes Coase’s (1960) insight about how exter-

nalities can be circumvented through contracting, regardless of the assignment of property

rights. Coase’s logic was put forth informally through a discussion of two-party examples

and legal cases. It can be formalized by noting that for two-player settings of complete

information, with full verifiability and enforcement, there exists a noncooperative game of

contract negotiation that has an efficient equilibrium regardless of the economic parameters.

Ellingsen and Paltseva (2016) prove a Coase-style efficiency result for settings with any

number of players. Their model has the same basic structure as mine: players interact in a

contracting phase followed by an underlying game with full verifiability. The key difference

is that Ellingsen and Paltseva examine centralized multilateral contracting, which allows all

of the players to join in a single contract, and there are no LDL externalities.4

A variety of other papers develop game-theoretic models of multiple contractual rela-

tionships that share features with the present exercise; some are fully noncooperative models

and others are in the cooperative-theory tradition. Neither strand has examined the general

question posed here regarding internalizing LDL externalities.5 Using a fully noncooperative

model with individual productive actions that fits the framework here, McAfee and Schwartz

(1994) study private bilateral contracting between a monopoly supplier and multiple down-

stream firms. There are LDL externalities because the downstream firms are competitors in

a market, although the authors restrict the contract between the supplier and a given down-

stream firm to condition the transfer on only this downstream firm’s orders. Other noncoop-

erative models in the related literature focus on similar applications with specific networks

and enforcement mechanisms, most without LDL externalities.6

On the cooperative-theory side, some models of bilateral contracting utilize the Nash-

4Ellingsen and Paltseva (2016) build on the model of Jackson and Wilkie (2005), which examines binding
unilateral promises; also, they assume a specific contracting institution, described here in Section 3.2.

5An advantage of the noncooperative framework is that it allows for a precise categorization of externalities
and feasible contractual linkages, on the basis of the enforcement technology and the specification of what
is verifiable within and across relationships. A further distinction can be made between models that describe
productive actions as taken by individual players and models that treat productive actions as essentially “public”
(taken by a third party) and occurring automatically with contract formation. Individual-action modeling is
required to understand the full extent to which a player’s productive action can serve as an option (Watson
2007), especially as influenced by contracts with multiple partners.

6Segal’s (1999) model of bilateral contracting between a principal and multiple agents effectively has only
the principal taking an action in the underlying game, so there are no LDL externalities. Galasso (2008) looks at
various bargaining protocols and provides additional references. Bernheim and Whinston’s (1986a,b) common-
agency framework is similar in this regard, as is Prat and Rustichini’s (2003) setting of multiple agents.
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in-Nash solution, whereby for each relationship, the specified contract maximizes the Nash

product holding fixed the contracts in all other relationships. Crémer and Riordan (1987) in

this way examine vertical contracting with a single supplier and no LDL externalities. Horn

and Wolinsky (1988) allow for LDL externalities but limit attention to linear contracts that

condition a transfer from a firm on only the number of units delivered to this firm. Collard-

Wexler et al. (2019) provide a result in the tradition of the “Nash program” that relates the

Nash-in-Nash solution to an equilibrium of a fully noncooperative model of bargaining in a

general public-action setting with no LDL exernalities.

The line on “matching with contracts” initiated by Hatfield and Milgrom (2005) studies

stability concepts for models in which the fundamentals are feasible contracts available to

subsets of players and payoffs as a function of the contracts chosen. Closest to my model-

ing exercise is the model of Rostek and Yoder (2020, 2022), which allows for multilateral

contracts and LDL externalities directly via contracts. As with cooperative theory gener-

ally, their model abstracts from the details of production and enforcement technology. They

focus on the existence of stable matchings and the characterization of stability conditions,

and do not address conditions for efficiency. Thus, the objectives pursued and the methods

developed herein are complementary to the objectives and methods of cooperative matching

theory. Additional discussion of this and other areas of the literature, along with notes about

the relative advantages of noncooperative modeling, may be found in Section 5.

Overview

The general model is developed in the next section. Section 3 uses simple examples to

discusses barriers to efficient contracting. Section 4 presents the Theorem and describes the

contracting institution and a variety of technical elements used in the proof, the constructive

part of which appears in Appendix A. Section 5 discusses the modeling approach, additional

references, tangential results including on the existence of multiple efficient and inefficient

equilibria, and further steps in the research program. Supplemental Appendix B contains

additional discussion and the formalities of results stated informally in Sections 3 and 5.
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2 The Model

2.1 Setting

The set of players is N = {1, 2, . . . , n} for some positive integer n. The players interact in

two phases of time: the contracting phase followed by the production phase. The production

phase is described by a simultaneous-move underlying game ⟨A, u⟩, where A = A1 ×A2 ×
· · ·×An is the space of action profiles, assumed finite, and u :A→ Rn is the payoff function.

Payoffs are in monetary units. A set G comprises the universe of underlying games. Let

A ≡ ∪{A | ⟨A, u⟩ ∈ G}.

In the contracting phase, players have the opportunity to communicate and form con-

tracts. This interaction is restricted to a set of bilateral relationships given by a fixed undi-

rected and irreflexive network L ⊂ N ×N , meaning players i and j can communicate if and

only if (i, j) ∈ L. Contracting by larger groups is not possible. Contracting takes place via

a protocol that I call the contracting institution, described formally below.

Contracts specify externally enforced monetary transfers as a function of the action pro-

file that is played in the underlying game, a ∈ A, which is fully verifiable by everyone.7

Realistically, contracting partners can condition transfers between them on the productive

actions taken by third parties in the underlying game, but their contract may not impose

transfers on third parties.

Definition 1: The contract for a pair of players (i, j) is a mapping mij : A → Rn
0 (i, j),

where Rn
0 (i, j) ≡ {t ∈ Rn | ti + tj = 0 and tk = 0 for k ̸= i, j} is the set of n-vectors de-

scribing transfers between i and j.

The grand game comprises interaction in the contracting phase followed by the pro-

duction phase, with common knowledge of the contracting institution, underlying game,

and network. Grand-game payoffs are given by the vector u(a) + M(a), where M(a) ≡∑
i,j∈N ; i<j m

ij(a). Restricting to i < j in this expression avoids double counting, since mij

and mji refer to the same contract. Note that M maps feasible outcomes of the underlying

games, A, to the set of balanced transfers Rn
0 ≡ {t ∈ Rn | t1 + t2 + · · ·+ tn = 0}.

7Although the external enforcer can recognize all elements of A, she does not observe which underlying
game is played and therefore cannot paternalistically impose transfers to induce behavior in furtherance of any
particular welfare objective.
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2.2 Contracting institution and design problem

The contracting institution comprises a communication protocol and a description of how

the players’ messages shall be interpreted by the external enforcer as contracts formed be-

tween pairs of players. It can be described formally as an extensive game form with costless

messages that map to a contract mij for every pair of players (i, j).

I consider the problem of designing a contracting institution that, once fixed, must serve

for every underlying game in G and every network in a given set L. The welfare goal is

to achieve efficient outcomes, which means that for any given underlying game ⟨A, u⟩ and

network L ∈ L, there is a Pareto efficient equilibrium of the grand game. Note that, in the

case of a connected network, where contracted transfers can (in sum) arbitrarily shift utility

between all the players, Pareto efficiency is equivalent to play of an action profile in the

underlying game that maximizes the players’ joint value
∑

i∈N ui(a).

The design problem is constrained in two ways. First, the enforcement system allows

only for contracting that is voluntary and independent across relationships. Second, the

institution is limited to private contracting between only the pairs of players linked in the

network. A novel aspect of the latter constraint is that it varies with the network.

I limit attention to the class of game forms in which the players simultaneously send

messages to each other in discrete rounds r, r + 1, r + 2, . . . , r, where r and r are arbitrary

integers.8 There is no discounting. A public random draw ϕ occurs after round r, and

contracts can be conditioned on ϕ. Let Φ denote the space of public draws.

To represent that contracting takes place privately in bilateral relationships, the contract-

ing institution is assumed to have the following structure: For each r ∈ {r, . . . , r} and i ∈ N ,

player i’s action in round r of the contracting phase is a vector of messages dri = (λrij)j ̸=i,

where λrij is the message player i sends to player j. Each player observes only the messages

she sent to and received from the other individuals, not any messages exchanged between

other players. Denote by hij = (λrij, λ
r+1
ij , . . . , λrij) the sequence of messages from player i

to player j, and let hrij = (λrij, . . . , λ
r
ij) denote the sequence through any given round r.

To represent that contracting is independent across relationships, we require two things.

First, the set of feasible messages that player i can send to player j in round r depends only

on the messages exchanged earlier between players i and j, and so can be written as Λr
ij for

the first round and Λr
ij(h

r−1
ij , hr−1

ji ) for r > r. Assume that a special null message λ, meaning

silence, is always feasible.

8The general numbering will be convenient for organizing components of the contracting institution later.
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Second, the recognized contract between players i and j is a function of only the se-

quence of messages sent between them as well as the random draw ϕ. Thus, letting Hij

denote the feasible sequences (hij, hji) of messages between players i and j, their contract

mij is the output of some function µij : Hij×Φ → Mij , where Mij ≡ {mij :A → Rn
0 (i, j)}

denotes the set of feasible contracts for players i and j. Also, since µij and µji are the same

contract, µij(hij, hji, ϕ) = µji(hji, hij, ϕ) is required.

To represent that contracting is voluntary, assume that player i can decline to contract

with player j by sending the null message λ to player j in every round. That is, we have

µij((λ, λ, . . . , λ), hji, ϕ) = m for all hji and ϕ, where m is the null contract that specifies

m(a) = 0 for every a ∈ A.

To review, a contracting institution specifies integers r and r; the space of the public

random draw Φ; the public draw distribution; message spaces Λr
ij for all i, j ∈ N , i ̸= j, and

r ∈ {r, . . . , r}; and the function µij for each pair of players i, j ∈ N , such that µij satisfies

the assumption regarding voluntary contracting. Note that contracts on contracts are ruled

out by Definition 1 and the independence requirement for the contracting institution.

Finally, to represent how the contracting institution is constrained by the network L, we

layer on the assumption that, for every pair (i, j) ̸∈ L, players i and j are restricted to send

each other the null message. In other words, pairs of players that are not linked are unable to

communicate directly, and their contract will be null.

2.3 Equilibrium concept and implementation

Because each player does not observe messages sent between pairs of other players in the

contracting phase, there is a great deal of asymmetric information in the grand game. For

instance, at the end of the contracting phase, each player knows only the contracts he created

with his linked partners; he does not observe the contracts formed in other relationships.

To impose the stringent requirement of full consistency for belief updating on the plethora

of information sets in the grand game, I analyze behavior using the concept of sequential

equilibrium (Kreps and Wilson 1984). Beliefs at information sets are expressed in terms of

appraisals (Watson 2017)—probability distributions over strategy profiles—which is conve-

nient for the kind of game studied here. To keep the grand game finite, as required to apply

sequential equilibrium, I look only at finite contracting institutions and assume G is finite.9

9One can allow G to be infinite by still requiring A to be finite and imposing bounds on underlying-game
payoffs, but extending the analysis in this way does not generate further insights.
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Definition 2: Fix n, G, and L. A given contracting institution is said to implement efficient
outcomes if for every underlying game ⟨A, u⟩ ∈ G and every network L ∈ L, there is a

sequential equilibrium of the grand game in which the outcome is Pareto efficient.

Our organizing question, on whether LDL externalities can be internalized through ratio-

nal decentralized contracting, can be viewed as a policy problem. We have a setting in which

the external enforcement technology can verify messages sent in the contracting phase, the

public draw, and the outcome of the underlying game. The enforcer does not observe which

underlying game is played or the network. The contracting institution is constrained to allow

for only private, independent, and voluntary contracting. Achieving efficient implementa-

tion would allow us to conclude that, with the right kind of contracting institution, LDL

externalities can always be internalized, whatever are the underlying game and network.

3 Barriers Illustrated by Simple Examples

It is clear that, regardless of the underlying game and network, if every player has at least one

link (so everyone can be bound by at least one contract), then there exist feasible contracts for

the linked pairs of players such that the “induced game” ⟨A, u+M⟩ has a Nash equilibrium

a∗, and play of a∗ with the contracted transfers is Pareto efficient.10 However, it is another

matter as to whether the players would, in equilibrium, actually settle on these contracts and

choose a∗ in the underlying game.

This section provides examples that illustrate barriers to efficient contracting. I show

first that it is impossible to implement efficient outcomes with disconnected networks, which

motivates the focus hereinafter on connected networks. I then demonstrate that various sig-

nificant barriers exist with connected networks.

Before proceeding, let me comment on the assumption that productive actions are fully

verifiable. A more general model would allow for partial verifiability, described by a partition

of A with respect to which contracts must be measurable. For some underlying games and

networks, partial verifiability is sufficient for the existence of contracts that support efficient

production, in the sense of ⟨A, u +M⟩ having a Nash equilibrium that, with the contracted

transfers, is Pareto efficient. However, Appendix B.1 reaches a negative conclusion, illus-

trated by a team-production example and stated generally as Result 1: For any given n ≥ 3,

10Because of private contracting, the induced game would not be common knowledge at the end of the
contracting phase, but if each player i believes that the prescribed contracts have been formed and the others
will choose a∗−i, then player i would optimally choose a∗i given the contracts to which player i is a party.
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1

2 3

4
4, 2, 2, 4 4, 5, 2, 0
0, 2, 5, 4 2, 6, 6, 2

a1 = 0
a1 = 1

a4 = 0 a4 = 1

Figure 2: Example of two firms with suppliers, disconnected network.

there exists an underlying game with partial verifiability and a connected network such that

(i) feasible contracts exist to support efficient production, and yet (ii) regardless of the con-

tracting institution, there is no sequential equilibrium of the grand game in which an efficient

action profile of the underlying game is played with positive probability. This motivates the

assumption of fully verifiable productive actions maintained in this paper.

3.1 Disconnected networks

Consider a setting with two information-technology firms, called players 2 and 3, whose

operations have potential synergies. Player 2 has an existing supplier called player 1, and

player 3 has an existing supplier called player 4. Players 2 and 3 would jointly benefit if

their suppliers create specialized inputs in service of the synergy, but this would require the

suppliers to divert resources from other projects and reduce their ability to compete in an

unrelated market.

Only players 1 and 4 have choices to make in the underlying game and they both have

action space {0, 1}. The actions of players 2 and 3 are fixed at a2 = a3 = 1. Assume that

players 2 and 3 each can contract with its supplier, but there are no other network links.

Payoffs in the underlying game are given by the table on the right side of Figure 2 and the

network is shown on the left. Note that every player is in at least one contractual relationship,

but the network is disconnected.

In this example, Pareto efficiency does not equate to maximizing the sum of the player’s

payoffs, since transfers cannot be made between the two disconnected components of the

network. Yet any outcome in which action profile (0, 1, 1, 0) is played in the production

phase is inefficient, because we can find contractsm12 and m34 that, along with the choice of

action profile (1, 1, 1, 1), would give every player a strictly higher payoff in the grand game.

Unfortunately, regardless of the contracting institution, action profile (0, 1, 1, 0) is chosen

with certainty in every sequential equilibrium of the grand game.

To see why, consider the incentives of players 1 and 2. Because there is no commu-
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nication between them and the other players, whether they deviate from equilibrium in the

contracting phase will not affect player 4’s choice of a4 in the production phase. Under

the null contract with player 2, player 1 rationally must choose a1 = 0 in the productive

phase, for it dominates a1 = 1 in the underlying game. Since the joint payoff for players 1

and 2 is strictly higher with a1 = 0 than with a1 = 1, at least one of these players strictly

prefers to deviate from an equilibrium that would have player 1 choose a1 = 1 with positive

probability, by being silent throughout the contracting phase to get the null contract.

The following, more general, statement is Result 2 in Appendix B.1: For any given

n ≥ 4, there exists an underlying game and a network in which every player has a link and,

regardless of the contracting institution, there is no sequential equilibrium of the grand game

in which an efficient action profile of the underlying game is played with positive probability.

Hereinafter, I limit attention to settings in which network L is connected.

3.2 Collaboration agreement

Next consider a case with four players in the same roles as in the previous example, but

suppose that players 2 and 3 can communicate and contract, in addition to each contracting

with her supplier. Now players 2 and 3 may seek to exploit their operational synergies by

forming a collaboration agreement—a contract that governs their interaction and may also

contain provisions having to do with their suppliers’ productive actions.11 As before, only

players 1 and 4 have choices to make in the underlying game. Assume they both have action

space {0, 1, 2}. The actions of players 2 and 3 are fixed at a2 = a3 = 1. Payoffs in the

underlying game are given by the table in Figure 3 and the network is shown on the left.

Because the network is connected, Pareto efficiency requires play of an action profile

in the underlying game that maximizes the sum of the players’ payoffs. The efficient action

profile is a∗ = (1, 1, 1, 1) and the Nash equilibrium of the underlying game is a = (0, 1, 1, 0).

Since each supplier’s productive action affects the payoff of every other player, LDL exter-

nalities extend throughout the network.

Let us explore what might be needed for efficient contracting. First note that, regardless

of the contracting institution, efficiency requires transfers in the collaboration agreement be-

11Collaboration agreements are common in high-tech industries, as evidenced by primary and secondary
documents found in the U.S. Securities and Exchange Commission’s Edgar Database of required SEC filings.
A recent example in the pharmaceutical industry is a research collaboration agreement between Jounce Ther-
apeutics and Celgene to design and test cancer therapies. An example in IT is a agreement between Bsquare
and Amazon Web Services to collaborate on “Internet of Things” technology and standards.
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1

2 3

4

4, 2, 2, 4 4, 5, 2, 0
0, 2, 5, 4 2, 6, 6, 2

a1 = 0
a1 = 1

a4 = 0 a4 = 1
7, 2, 2, 2
0, 0, 5, 9

2, 2, 2, 7 9, 5, 0, 0 2, 2, 2, 2a1 = 2

a4 = 2

Figure 3: A collaboration-agreement example.

tween players 2 and 3 to depend on their suppliers’ productive actions. Suppose, to the con-

trary, that the contract between players 2 and 3 does not condition their transfer on player 1’s

action a1. In an efficient equilibrium, contract m12 must specify a payment of at least 2 to

player 1 conditional on a1 = 1, for player 1 can guarantee a payoff of at least 4 by refusing

to contract and by choosing a1 = 0. But then player 2 can strictly gain by declining to con-

tract with player 1 while forming the equilibrium contract with player 3. Player 1 will select

either a1 = 0 or a1 = 2 in the underlying game (a1 = 1 is dominated) and player 4 will

select a4 = 1 because, having not observed that player 2 deviated in the contracting phase

with player 1, players 3 and 4 still believe that they are on the equilibrium path. Player 2’s

payoff increases by at least 1 when deviating in this way.

Therefore, to obtain an efficient outcome, it is essential for the players to form contracts

that condition transfers in a given relationship on productive actions taken outside this rela-

tionship. Do the players have incentives to create such contracts in equilibrium and, further,

in such a complementary form that would motivate them to choose a∗ in the underlying

game? A look at some contracting institutions suggests perhaps not.

Consider the two-round contracting institution studied by Ellingsen and Paltseva (2016),

with private contracting required here. In the first round, players simultaneously offer con-

tracts separately to each of their linked partners. In the second round, players simultaneously

choose at most one contract to accept in each of their relationships, selecting between the

contracts offered by the two linked players. If in a given relationship, the same contract is

accepted by both players, then this contract goes into force; otherwise, they have the null

contract specifying zero transfers.

With this contracting institution, the grand game has no efficient equilibrium. To see

why, presume there is an efficient equilibrium, and we will find a contradiction. Pairs (1, 2)

and (3, 4) must form contracts that induce players 1 and 4 to select a1 = a4 = 1. Suppose

player 1 were to deviate in the second round by declining to accept any contract with player 2

and then choose a1 = 2. This deviation is not observed by player 4, who still forms a contract
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with player 3 and selects a4 = 1. The deviation gives player 1 a payoff of 9, which becomes

a lower bound on player 1’s equilibrium payoff. Similar logic implies the same lower bound

on player 4’s equilibrium payoff. Likewise, players 2 and 3 can each guarantee themselves a

payoff of at least 2 by refusing to contract. These bounds contradict that the sum of payoffs

is 16 in the efficient outcome.

Similar logic holds for contracting institutions with more rounds and where players must

solidify contracts on specified dates. Say that a given contracting institution exhibits dated

commitment if, for every pair (i, j), there is a round r̂ij such that these players can com-

municate through round r̂ij only, and their contract is null if either sends message λ to the

other in round r̂ij . A special case allows all players to decline contracts in round r. Result 3

in Appendix B.1 states that, for any given n ≥ 4, there exists an underlying game and a

connected network such that, for every contracting institution exhibiting dated commitment,

sequential equilibrium outcomes of the grand game are bounded away from efficient.

Hence, to implement efficient outcomes, a contracting institution must give each linked

pair of players the opportunity to make a contractual commitment and then continue to com-

municate and possibly modify the contract. Further, enough time is needed for players to

make adjustments in response to their experiences in other relationships, as stated as Result 4

in Appendix B.1: For any given n ≥ 3, there exists an underlying game and a connected

network such that, for every contracting institution with strictly fewer than n−1 contracting

rounds, sequential equilibrium outcomes of the grand game are bounded away from efficient.

3.3 Collaboration and a peripheral beneficiary

The next example adds an element to the incentive issues discussed in the previous subsec-

tion: contracting with a beneficiary at the periphery of the network who is not active in the

underlying game. Consider a variant of the collaboration-agreement example with the same

connected network but in which only players 1 and 3 take actions in the underlying game.

The actions of players 2 and 4 are fixed at 1. Player 1 is a supplier for player 2, as before.

Player 4 is now a beneficiary of successful collaboration between the others. Payoffs in

the underlying game are given by the table on the right side of Figure 4. The efficient action

profile is a∗ = (1, 1, 1, 1) and the Nash equilibrium of the underlying game is a = (0, 1, 0, 1).

Player 1 can guarantee herself a payoff of at least 4 by refusing to contract with player 2.

Therefore achieving the efficient action profile a∗ must involve a contracted transfer of at

least 4 from player 2 to player 1 in equilibrium. Such a transfer implies that player 2’s
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0, 0, 6, 7 0, 4, 4, 8
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a3 = 2

1

2 3

4

Figure 4: An example with a peripheral beneficiary.

equilibrium payoff would be nonpositive unless this player receives a transfer from player 3.

Because player 2 can guarantee a payoff of at least 2 by refusing to contract, the equilibrium

contract for the pair (2, 3) must specify a transfer to player 2 of at least 2 when a∗ is chosen.

Likewise, the equilibrium contract for the pair (3, 4) must specify a transfer of at least 2 to

player 3 when a∗ is played. For efficiency the players must have the incentive to establish

contracts with these properties and which motivate players 1 and 3 to choose the high ac-

tion in the production phase. It remains to be seen whether, depending on the contracting

institution, there is an equilibrium of the grand game in which such contracts are written.

4 Efficient Implementation

The examples and results presented in the previous section suggest that, to achieve efficient

implementation through decentralized, private contracting, a successful contracting institu-

tion must facilitate sequential contracting, in some manner encouraging players to initiate

their contractual commitments early in the contracting phase while also allowing them to

later adjust the contracts with some partners in response to their experience with other part-

ners. Moreover, it must be flexible, giving the players sufficient scope to handle any network

and underlying game. The implementation problem is therefore nontrivial. Despite the hur-

dles, the answer to our possibility question is positive. The main result is stated next.

Theorem: Take as given any integer n ≥ 2 and any finite set G of finite n-player underlying

games. Let L be the set of all connected networks in N × N . There exists a contracting

institution (representing private, independent, and voluntary contracting) that implements

efficient outcomes.

The proof of the Theorem has two parts. The first is to identify a contracting institution

that will implement efficient outcomes. This is done in Section 4.1, except for specifying a

probability number ε and set of feasible contracts Mij
for every pair of players (i, j). The
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second part is to construct an efficient equilibrium of the grand game for every connected

network and underlying game. This part involves organizing classes of personal histories,

specifying strategies and beliefs, and checking sequential rationality. Subsections 4.2-4.4

develop key elements of the equilibrium construction and also derive ε and the contracts Mij

is assumed to contain. Subsection 4.5 provides an overview of the construction, explaining

what happens on the equilibrium path and after two sample deviations. The precise details

of the construction are laid out in Appendix A.3. Appendix A.2 provides proofs of lemmas

presented in subsections 4.2 and 4.3.

The equilibrium construction is formidable because of the large number of information

sets in the grand game and because players have distinctly different information about ac-

tions taken previously. Further, the construction must be done generically, requiring numer-

ous organizational steps. In fact, a full equilibrium construction is not undertaken. Rather,

existence is established using a novel partial-construction method, specifying strategies and

beliefs for a subset of information sets. An existence result, reported in Watson (2023), then

guarantees that the partial construction extends to a fully specified sequential equilibrium.

Before proceeding to the technical details, it may be helpful to preview some features

of the proof. In equilibrium, the players are endogenously partitioned into a core group,

containing all active players whose incentives in the production phase require shaping by

external enforcement, and a set of peripheral passive players, together forming a minimally

connected subnetwork. The players coordinate to make contractual arrangements sequen-

tially, starting in the periphery and working toward the core. Not all linked pairs form con-

tracts. Players also have the opportunity to send cancellation messages in later rounds.

Contractual arrangements provide for primary contracts formed on the equilibrium path,

as well as secondary contracts triggered by unilateral cancellations. Primary contracts work

together to force play of an efficient action profile a∗ in the underlying game, and the primary

contract chosen by a pair (i, j) has assurance penalties by which player i guarantees that

others on her side of the network will do their part. Cancellation either discharges a player

from her contractual obligations or forces play of a particular action in the underlying game,

depending on the random draw ϕ, resulting in an active player departing from a∗ in the

underlying game with positive probability under equilibrium beliefs.

Thus, if player j cancels or otherwise disrupts contracting with player i, then player i

expects players on j’s side of the network to depart from a∗, making player i liable to pay

assurance penalties in her other contractual arrangements, which she then has the incentive to

cancel because cancellation penalties are small compared to assurance penalties. Escalating
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cancellation penalties deter late cancellations.

Finally, no player wants to be the first to disrupt a contractual relationship because doing

so leads to a wave of cancellations and eventual play of an inferior action profile in the

underlying game. In fact, after such a deviation, in a high-probability realization of ϕ, in

the production phase players end up coordinating on a Nash equilibrium of the underlying

game. By construction, this makes any deviating player worse off.

4.1 Featured contracting institution

The proof features what I shall call the SCO contracting institution, where SCO stands for

Sequential Contracting and Options. The institution is defined as follows.

Let r = 1 − n and r = n − 2, so that there are 2n − 2 rounds of messages. Set Φ =

{0, 1, . . . , n}. The probability of ϕ = 0 is set to 1 − nε, and for each i ∈ N the probability

of ϕ = i is set to ε, where ε is specified in Subsection 4.2 below. In rounds r through 0, each

pair of contracting partners engages in a recurring Nash-demand protocol (simultaneously

sending offers to each other) to determine what I call their conditional arrangement, which

specifies their contract for the underlying game as a function of ϕ and whether either player

cancels in rounds 1 through r.

Consider any pair of players (i, j). The feasible conditional arrangements for this pair,

denoted by Cij , is the set of functions mapping {0, (1, i), . . . , (r, i), (1, j), . . . , (r, j)}×Φ to

Mij
, where Mij

is a finite subset of Mij that is assumed to contain the contracts identified

in Subsection 4.3 below and includes the null contract, but is otherwise arbitrary. For a given

sequence (hrij, h
r
ji), if there is a round ℓ ≤ r in which λℓij = λℓji = cij for some cij ∈ Cij ,

then let us say (hrij, h
r
ji) records that players i and j made conditional arrangement cij .

Here is an inductive definition of the set of feasible messages from player i to player j

in each round: In round r the set is defined as Λr
ij ≡ Cij ∪ {λ}. For r ∈ {r + 1, . . . , 0}, if

(hr−1
ij , hr−1

ji ) records that players i and j made a conditional arrangement in an earlier round,

then Λr
ij(h

r−1
ij , hr−1

ji ) ≡ {λ}. Otherwise, Λr
ij(h

r−1
ij , hr−1

ji ) ≡ Cij ∪ {λ}. That is, in words,

once these players have made a conditional arrangement, then they are restricted to silence

with each other until round 1.

For r ∈ {1, . . . , r}, if (hr−1
ij , hr−1

ji ) records that players i and j made a conditional ar-

rangement earlier, and if λℓij = λℓji = λ for ℓ ∈ {1, . . . , r − 1}, then Λr
ij(h

r−1
ij , hr−1

ji ) ≡
{“cancel”, λ}. Otherwise, Λr

ij(h
r−1
ij , hr−1

ji ) ≡ {λ}. That is, if players i and j did not make

a conditional arrangement, then they are restricted to silence in rounds 1 through r. If they
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made a conditional arrangement, then they each have the option of sending the cancel mes-

sage to the other, until one or both of them do so.

For any given sequence (hij, hji) of messages between players i and j through round r, if

there is a round ℓ at which λℓij = “cancel” and λℓji = λ, then let us say that (hrij, h
r
ji) records

player i cancelling with player j in round ℓ.

The function µij is defined next. Consider any cij ∈ Cij and any sequence (hij, hji). If

(hij, hji) records that players i and j made conditional arrangement cij and does not record

either player cancelling, then let µij(hij, hji, ϕ) ≡ cij(0, ϕ) for every ϕ ∈ Φ. If (hij, hji)

records that players i and j made conditional arrangement cij and records player i cancelling

in some round ℓ, then define µij(hij, hji, ϕ) ≡ cij((ℓ, i), ϕ) for every ϕ ∈ Φ. Otherwise, let

µij(hij, hji, ϕ) ≡ m for every ϕ ∈ Φ. Note that in the case of cancellation, the resulting con-

tract can depend on the identity of the cancelling player and the round in which it occurred,

as specified by the conditional arrangement.

4.2 Organizing elements of underlying games and networks

To specify ε along with various elements that will appear in the equilibrium constructions,

a few special actions and subsets of players must be identified for each underlying game

in G. Also, for every combination of a connected network and underlying game, a special

subnetwork and payoffs will be identified. This subsection presents the relevant definitions.

I use the following standard notation: For a subset of players J ⊂ N , aJ ≡ (ai)i∈J denotes

the vector of actions for these players, and −i ≡ N \{i}. Every network inN×N considered

hereinafter is assumed to be undirected and irreflexive, as we have assumed for L.

Focal elements for a given underlying game

For each underlying game ⟨A, u⟩ ∈ G, we must identify special action profiles a∗, α, and ai,

and player subsets N and N . These are defined as follows.

Let a∗ ∈ A be any efficient action profile, which maximizes the joint value
∑

i∈N ui(a),

and let α ∈ ∆A be any Nash equilibrium of the underlying game. Call the underlying game

nontrivial if its associated profile α is inefficient, and trivial if it is efficient. We can restrict

attention to the nontrivial case, for the trivial case is easy to handle as explained later.

Define the sets of passive players N and active players N as follows. For any J ⊂ N ,

let Ω(J) contain each player i for whom a∗i is a weakly dominant action in the underlying
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Players and network L Active and passive players for given underlying game

Figure 5: Generic example, active and passive players.

game, conditional on every player j ∈ J \{i} choosing a∗j :

Ω(J) ≡ {i ∈ N | ui(a∗i , a−i) ≥ ui(a
′
i, a−i) for every a′i ∈ Ai

and a−i ∈ A−i satisfying aJ\{i} = a∗J\{i}}.

Then N is defined as the largest set satisfying N = Ω(N), and N ≡ N \N .12 Figure 5

illustrates how, for a given underlying game, the set of players may be partitioned into the

active and passive subsets, shown for the generic example of a network pictured in Figure 1

in the Introduction. In this example, there are four active players, represented by filled nodes

in the right diagram; the passive players are depicted by open nodes.

In the underlying game, each passive player i optimally chooses a∗i if she believes that the

other passive players also select their efficient actions, regardless of what the active players

select. For every active player i, we can find a profile ai ∈ A such that aiN = a∗N , aii ̸= a∗i ,

and aii is a best response to ai−i in the underlying game. For each passive player i, let ai ≡ a∗.

For example, consider the four-player setting shown in Figure 6, where players 2 and 3

are restricted to actions a2 = a3 = 1 in the underlying game and the payoffs, as a function

of player 1’s and player 4’s actions, are shown in the table on the right. For this underlying

game, players 2 and 3 are trivially passive, players 1 and 4 are active, a∗ = (0, 1, 1, 1), α is

the pure-strategy profile (0, 1, 1, 0), and a1 = (2, 1, 1, 1).

Keep in mind that a∗, α, N , N , and ai for every i ∈ N all depend on the underlying

game. For ease of notation, this dependence will not be made explicit hereinafter.

12Ω is monotone, so one can calculate N inductively by Ω1 ≡ Ω(∅), Ωℓ+1 ≡ Ω(Ωℓ), and N ≡ Ωn.
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4, 2, 2, 4 0, 6, 8, 2
0, 0, 6, 7 0, 2, 1, 1

a1 = 0
a1 = 1

a4 = 0 a4 = 1

7, 2, 1, 1
0, 0, 7, 6

1, 2, 7, 1 9, 5, 0, 0 1, 2, 1, 0a1 = 2

a4 = 2

1
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Figure 6: Example of focal elements for an underlying game.

Global parameters

I next define two global parameters. Let γ be an arbitrary number satisfying γ > 2|ui(a)| for

every i ∈ N , a ∈ A, and ⟨A, u⟩ ∈ G. Let ε be any strictly positive number satisfying

∑
i∈N

ui(a
∗) >

∑
i∈N

[(1− nε)ui(α) + nεγ] , (1)

and also ε < 1 − αi(a
∗
i ) for each player i for whom αi(a

∗
i ) < 1, for every nontrivial under-

lying game in G. These numbers, which exist because A, G, and n are finite, will be used to

define penalties in the equilibrium contracts.

Definitions pertaining to subnetworks

For any network K ⊂ N ×N , let the set of players with links be given by

NK ≡ {i | (i, j) ∈ K for some j}.

For players i and j, a path from i to j, if one exists, is given by a sequence (kt)Tt=0 ⊂ N in

which no player appears multiple times and that satisfies k0 = i, kT = j, and (kt−1, kt) ∈ K

for all t = 1, 2, . . . , T . Players k0, k1, . . . , kT are then said to be on this path from i to j, and

T is called the path length. We allow for T = 0, the trivial path from player i to herself.

A network K is called minimally connected (a tree) if for i, j ∈ NK , there is exactly one

path from i to j. Then for each (i, j) ∈ K we can define:

β(i, j,K) ≡ {k ∈ NK | i is on the path from j to k}.

In words, β(i, j,K) is the set of players that are on “i’s side of network K” relative to

player j, and this includes player i. Note that “minimally connected” does not imply “con-

nected,” because NK ̸= N is allowed. Let us say that a minimally connected network K
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Figure 7: Generic example, minimally connected subnetwork K linking all active players.

includes all players if NK = N .

For a given underlying game and any given minimally connected network K satisfying

N ⊂ NK , let N̂K denote the set of core players, defined as the set of all active players and

those passive players that reside between active players in the network. Call each player i ∈
NK \N̂K peripheral. Let us also define β̂(j, i,K) ≡ β(j, i,K) ∩ N̂K .

Figure 7 illustrates a minimally connected network K containing the active players, for

our running generic example of a network and underlying game. The left diagram repeats the

illustration of active and passive players in Figure 5. The right diagram shows a minimally

connected subnetworkK linking players numbered 1-11, including the active players 2, 5, 7,

and 8. In this example, the core group is N̂K = {2, 5, 6, 7, 8}. Players 1, 3, 4, 9, 10, and 11

are peripheral. Note that, for instance, β(5, 6, K) = {1, 2, 4, 5} and β̂(6, 5, K) = {6, 7, 8}.

Focal elements for a given underlying game and network

For each combination of an underlying game ⟨A, u⟩ ∈ G and network L ∈ L, we must

define a special subnetwork K and a default value wi for every i ∈ NK . In the equilibrium

construction, K will be the pairs of players who form contracts, and wi will be player i’s

expected payoff of deviating by refusing to contract with everyone.

The first step, performed in Appendix A.1, is to define a vector w ∈ Rn in relation to

any arbitrarily selected, minimally connected network L′ that includes all players. For each

player i, wi is a weighted average of ui(α) and payoffs from action profiles in which some

players are induced to select their part of ak identified earlier, for each k, and it satisfies

wi ≤ (1− nε)ui(α) + nεγ. The second step uses w to determine the special subnetwork K

according to the following criteria, among which are that all active players are included and,
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collectively, the connected players are better off cooperating on play of a∗.

Definition 3: Take as given any ⟨A, u⟩ ∈ G, a minimally connected network L′ that includes

all players, and a vector w ∈ Rn. Call a network K adequate if it is a minimally connected

subnetwork of L′, N ⊂ NK , and
∑

i∈NK ui(a
∗) >

∑
i∈NK wi. Call K essential if it is

adequate and no proper subset of K is also adequate.

Lemma 1: Take as given ⟨A, u⟩ ∈ G, a minimally connected network L′ that includes all

players, and a vector w ∈ Rn satisfying wi ≤ (1− nε)ui(α) + nεγ for every i ∈ N . There

exists an essential network.

For a given underlying game in G and connected network L, let L′ be an arbitrarily se-

lected minimally connected subnetwork that includes all players, and let w be the associated

vector defined in Appendix A.1. Select arbitrarily any essential subnetwork of L′ and refer

to it as K, now fixed in relation to ⟨A, u⟩ and L. Lemma 1 guarantees existence. The default

values for the equilibrium construction are the components of w for the players in NK .

Summary

In this subsection we have defined global parameters γ and ε, the latter included in the spec-

ification of the SCO contracting institution. For each underlying game, we have identified

action profiles and player sets a∗, α, N , N , and ai for i ∈ N . Further, for every underly-

ing game and connected network, we have identified an essential subnetwork K and default

values wi for every i ∈ NK . All of these selections shall be fixed throughout the analysis

hereinafter; their dependence on ⟨A, u⟩ and L will not be made explicit in the notation. Like-

wise, let us write β(j, i) and β̂(j, i) in reference to essential subnetwork K, dropping K as

an explicit argument.

4.3 Feasible and featured contracts

I next specify contracts that will be featured in the equilibrium constructions and that M is

assumed to contain. An ã-forcing contract imposes a large penalty on a contracting partner

who deviates from ã in the production phase. An ã-assurance contract goes further by

requiring a contracting partner to pay a large penalty for every deviation from ã that takes

place on this player’s side of networkK. For convenience, penalties will be sufficiently large
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for use with all of the underlying games in G and all networks. One of the penalties is

ψ ≡ γmax{(n− 1), 1/ε},

and others are multiples of γ. Denote by eij the vector in Rn
0 (i, j) giving −1 to player i and

1 to player j.

The following definitions and constructive elements all are specific to a given underlying

game ⟨A, u⟩ ∈ G, connected network L, and their associated essential subnetwork K.

Definition 4: Consider any (i, j) ∈ K. The ã-forcing contract with baseline transfer τ ∈
Rn

0 (i, j) is given by:

m(a) =


τ + eijψ if ai ̸= ãi and aj = ãj ;

τ + ejiψ if ai = ãi and aj ̸= ãj ;

τ otherwise.

The ã-assurance contract with baseline transfer τ ∈ Rn
0 (i, j) specifies:

m(a) = τ + eijψ#{k ∈ β(i, j) |ak ̸= ãk}+ ejiψ#{k ∈ β(j, i) |ak ̸= ãk}.

In the equilibrium constructions, contracting partners will make conditional arrange-

ments that commit them to a∗-assurance contracts if neither sends the cancel message to

the other in rounds 1 through r of the contracting phase. Various forcing contracts will be

triggered by the cancel message, depending on who sends it and in what round. The next

lemma identifies the assurance contracts that the players will coordinate on.

Define for each i ∈ NK the periphery index for this player, denoted by ρ(i), as follows:

In the case of i being peripheral, let ρ(i) be the length of the path from i to the closest

core player. For example, in Figure 7, we have ρ(5) = 0 because player 5 is a core player,

ρ(3) = 1 because player 3 is one link away from nearest core player 6, and ρ(11) = 2

because player 11 is two links away from nearest core player 8.

Lemma 2: Take as given a nontrivial underlying game ⟨A, u⟩ ∈ G, its essential network K,

and its default values (wi)i∈K . There exists contracts m̆ij for (i, j) ∈ K, with m̆ij = m̆ji for

i ̸= j, such that the following conditions hold, where M̆ ≡
∑

(i,j)∈K, i<j m̆
ij .

a) For each pair (i, j) ∈ K, m̆ij = m̆ji is an a∗-assurance contract.
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b) For each player i ∈ NK , ui(a∗) + M̆i(a
∗) > wi.

c) For each pair (i, j) ∈ K satisfying ρ(j) = ρ(i) + 1, ui(a∗) + M̆i(a
∗)− m̆ij

i (a
∗) < wi.

An implication of the first condition is the following for every player i in the production

phase: Suppose that player i believes that the relationships in K have established these

assurance contracts, the other relationships have the null contract, and a∗−i will be chosen by

the other players in the underlying game. Then player i rationally selects a∗i . The second

condition ensures that this outcome, with a∗ played in the production phase, gives player i

a higher payoff than her default payoff. The third condition states that the inequality is

reversed for a player who, all else held fixed, would lose the contracted transfer from a

peripheral partner who is further from the core group.

4.4 Target conditional arrangements

In the sequential equilibrium to be constructed for any given underlying game and network,

a pair of players (i, j) will make a conditional arrangement, and therefore form a contract, if

and only if (i, j) ∈ K. I denote by c̆ ij the conditional arrangement that they will coordinate

on. The next definition identifies these equilibrium conditional arrangements. For accounting

purposes, c̆ ij and c̆ ji refer to the same contract, so statements about players i and j as pair

(i, j) also apply as pair (j, i). Recall that hij = (λrij, . . . , λ
r
ij) denotes the sequence of

messages sent from player i to player j in the contracting phase.

Definition 5: The target conditional arrangements, denoted by (c̆ ij)(i,j)∈K , are defined as

follows.

• c̆ ij(0, ϕ) = m̆ij for every ϕ ∈ Φ.

• If ρ(i) = ρ(j) = 0, then c̆ ij((r, i), 0) = m + rγeij and, for every ϕ ∈ {1, 2, . . . , n},

c̆ ij((r, i), ϕ) is the aϕ-forcing contract with baseline transfer rγeij .

• If ρ(i) = ρ(j)− 1, then c̆ ij((r, i), ϕ) = m+ (r − 1)γeij for every ϕ ∈ Φ.

• If ρ(i) = ρ(j) + 1, then c̆ ij((r, i), ϕ) = m+ rγeij for every ϕ ∈ Φ.

The meaning of the target provisional arrangements is straightforward. Every contracting

pair arranges to form an a∗-assurance contract if neither cancels. If a core player cancels

with another core player, then a penalty is paid by the first player, the players are otherwise
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released from their obligations in the high-probability event of ϕ = 0, and they get the ak-

forcing contract in the low-probability event that ϕ ∈ N . These provisions ensure that these

players depart from action profile a∗ with positive probability following a cancellation. The

cancellation penalty increases in r. If a cancellation occurs in a pair that includes a peripheral

player, then a penalty is paid and the players are otherwise released from their obligations

regardless of ϕ; further, the penalty is zero in round 1 for a cancellation made “outward,”

away from the core group.13

4.5 Overview of the equilibrium construction

The task from here is to show that an efficient sequential equilibrium of the grand game

exists, for any given underlying game and connected network. This is accomplished in four

steps. First, I define a subset of information sets in the grand game, denoted by Ξ, that

includes the personal histories that will be on the equilibrium path as well as a number of

critical off-path information sets. Second, I partially construct the sequential equilibrium

by specifying the players’ beliefs at, and prescribed actions for, the information sets in Ξ.

Each belief is also partial, describing what the player thinks has or will happen at only the

information sets in Ξ. Third, I verify that the prescribed actions at the information sets

in Ξ are optimal given the beliefs, regardless of the actions taken at the other information

sets. Fourth, I apply the theorem of Watson (2023) to establish the existence of a sequential

equilibrium that in an appropriate sense agrees with the partial construction.

The full-blown equilibrium construction is presented in Appendix A.3. In this subsection

I provide intuition by highlighting aspects of the construction. Specifically, I describe the

equilibrium path of play, as well as paths induced by two sample deviations, using as an

illustration the generic example discussed before and reproduced in Figure 8 on page 26.

Recall that the figure shows, for a given underlying game and network L, the role of each

player as either active or passive and an essential subnetwork K.

Play on the equilibrium path

On the equilibrium path, conditional arrangements are formed sequentially, starting at the

extreme of network K and working inward to the core group. Specifically, pair (i, j) ∈ K

13I thank Gorm Grønnevet for suggesting a version of the analysis in which cancellation penalties are used in
the equilibrium construction. The statements in the definition above cover all of the possibilities for contracting
partners and messages in rounds 1 through r, so the target provisional arrangements are well defined. On
network locations, the only possibilities are ρ(i) = ρ(j) + 1, ρ(i) = ρ(j)− 1, and ρ(i) = ρ(j) = 0.
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forms its conditional arrangement in round −max{ρ(i), ρ(j)}. There are no cancellations,

and each player selects her part of a∗ in the underlying game.

For example, in a case illustrated by Figure 8, the following occurs on the equilibrium

path, where unspecified actions are prescribed to be the default message λ (silence):

• In rounds 1− n through −3, all players are silent.

• In round −2, players 9 and 11 send message c̆ 9,11 to each other, and players 9 and 10

send message c̆ 9,10 to each other, forming these conditional arrangements. Note that

in these relationships, the outer peripheral player has periphery index 2.

• In round −1, players 1 and 2 send message c̆ 1,2 to each other, players 4 and 5 send

message c̆ 4,5 to each other, players 3 and 6 send message c̆ 3,6 to each other, and play-

ers 8 and 9 send message c̆ 8,9 to each other, forming these conditional arrangements.

In these relationships, the outer peripheral player has periphery index 1.

• In round 0, players 2 and 5 send message c̆ 2,5 to each other, players 5 and 6 send mes-

sage c̆ 5,6 to each other, players 6 and 7 send message c̆ 6,7 to each other, and players 6

and 8 send message c̆ 6,8 to each other, forming these conditional arrangements. These

are relationships between core players, with periphery index 0.

• In rounds 1 through n− 2, players are silent, so there are no cancellations.

• In the production phase, a∗ is played regardless of the random draw ϕ.

It should be clear that if play in the contracting phase proceeds as just described, then

in the production phase each player i has the incentive to select a∗i if she believes that the

others will choose a∗−i. Passive players have this incentive based on believing other passive

players act the same way. Active players are bound by assurance contracts that penalize them

heavily if they would deviate from a∗. Therefore, on-path incentives in the production phase

are set, subject to working out the details of the beliefs.

Likewise, if upon reaching some round r ≥ 1 the personal history of a player i ∈ NK is

exactly as expected on the equilibrium path, then player i prefers not to cancel any contracts.

For example, suppose players i and j formed their target conditional arrangement, and ρ(i) ≥
ρ(j). If player i were to cancel the contract formed with player j, then she must pay a

cancellation penalty of at least γ, which exceeds any gain in the underlying game that the

cancellation might induce. In the case of ρ(i) < ρ(j), player i could cancel for free in

round 1, but it will turn out that this also is of no benefit.
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Figure 8: Generic example, adequate subnetwork K, equilibrium construction.

First sample deviation

Next I describe two examples of equilibrium play in the continuation after a unilateral de-

viation. In the first scenario, play occurs as on the equilibrium path until round 0, at which

point player 5 sends message λ to every other player, effectively declining to form the target

conditional arrangements with players 2 and 6. All other players choose their equilibrium

actions in round 0. Here is what happens from round 1 in the continuation of the game:

Player 6, having observed the failure of player 5 to make the conditional arrangement

with her, will believe that this was the only deviation. Thus, player 6 believes that player 5

formed his target conditional arrangements with players 2 and 4. Player 6 further believes

that player 5 will cancel with players 2 and 4 in round 1, and that in the production phase

player 5 will therefore be forced to select a55 ̸= a∗5 in the event of ϕ = 5, putting player 6

on the hook for the huge assurance penalty in her contracts with players 3, 7 and 8. Because

the cancellation penalty is much lower than the assurance penalty, and because cancellation

penalties increase over the rounds, in round 1 player 6 cancels with players 3, 7 and 8. Then

player 8 is induced to have a similar belief and cancels with player 9 in round 2, and player 9

cancels with players 10 and 11 in round 3.

Likewise, following player 5’s initial deviation, player 2 believes that player 5 formed

his target conditional arrangements with players 4 and 6, will cancel these in round 1, and in

the production phase will be forced to select a55 ̸= a∗5 when ϕ = 5. Liable for an assurance

penalty in her contract with player 1, in round 1 player 2 cancels with player 1.

Thus, player 5’s initial deviation leads to a wave of cancellations though the network,

resulting in cancelled or null contracts in all relationships (player 5 will also cancel with

player 2 in round 1). Although the players observe different things and have different beliefs
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about what happened in the contracting phase, in the production phase the players in NK all

think (correctly) that every relationship has either a cancelled or null contract. Recall that

cancellations lead to contracts that specify only transfers that are constant in a in the high-

probability event that ϕ = 0. In the production phase in event ϕ = 0, every player i believes

that α−i will be chosen by the other players and player i rationally responds by choosing αi.

We see that by deviating in round 0, player 5’s expected payoff becomes w5, which from

Lemma 2(b) is strictly less than what player 5 would get by adhering to the prescribed path.

Second sample deviation

In the second scenario, play occurs as on the equilibrium path until round −2, at which point

player 10 sends message λ to every other player, effectively declining to form the target

conditional arrangement with player 9. All other players choose their equilibrium actions in

round −2, implying that players 9 and 11 formed their target conditional arrangement. Here

is what happens from round −1 in the continuation of the game:

Having made the target conditional arrangement with player 11 but not with player 10,

player 9 realizes that by ignoring player 10’s deviation (forming the conditional arrangement

with player 8 in round −1, and continuing as on the equilibrium path), his payoff will be

strictly less than w9. This follows from Lemma 2(c) and that all players other than himself

and player 10 will not detect any deviation from the prescribed path. Player 9 instead sends

message λ to player 8 in round −1, effectively declining to form the target conditional ar-

rangement with her, and player 9 plans to cancel his contract with player 11 in round 1 when

doing so is free. In turn, player 8 is put in the same position and in round 0 sends message λ

to player 6, declining to establish their target conditional arrangement.

Players 1-6 played as though on the equilibrium path through round 0. Player 6, upon

receiving the default message from player 8 in round 0, believes that this message was the

first and only deviation from the equilibrium path. Player 6 believes further that player 8

will cancel her contract with player 9 and will choose a88 ̸= a∗8 in the production phase when

ϕ = 8. This makes player 6 liable for an assurance penalty in her contracts with players 3,

5, and 7. As in the first scenario, in round 1 player 6 then cancels her contracts with these

players, leading to a wave of cancellations that flows across the network.

At the end of the contracting phase, every contract is cancelled or null, the players in NK

all correctly think as much, and α is played in the high-probability event of ϕ = 0. Thus, by

declining to contract with player 9 in round −2, player 10’s expected payoff becomes w10

27



rather than the equilibrium value u10(a∗) + M̆10(a
∗). From Lemma 2(b), she prefers not to

deviate. Likewise, the other choices described above are rational, such as player 6 cancelling

contracts in round 1.

Additional notes

The logic given in the two scenarios above is incomplete. The formal constructive proof

provides the precise beliefs and behavior, and verifies sequential rationality, for all of the

personal histories that would be encountered in the two scenarios above and all others that

compose Ξ. Also included are information sets in which players have observed unilateral

deviations that I will classify as insignificant variations. These are departures from the pre-

scribed equilibrium-path actions that would have no material effect if the players ignore them

and continue as on the equilibrium path.

Note also that the examples discussed in Section 3 present particularly simple versions of

the construction sketched above. In the collaboration-agreement setting shown in Figure 3,

players 1 and 4 are active, K = L, and all players are in the core group N̂K . In equilibrium,

each of the three contractual relationships establishes its target conditional arrangement in

round 0.

In the setting with a peripheral beneficiary shown in Figure 4, players 1 and 3 are active

and therefore the core group is N̂K = {1, 2, 3}. A monetary contribution from player 4 is

needed to provide incentives to the others, so the essential network K is the same as L. In

equilibrium, players 3 and 4 form their conditional arrangement in round −1, whereas the

pairs (1, 2) and (2, 3) form theirs in round 0.

5 Elaboration and Discussion

5.1 Two extensions

We observed the importance of sequential contracting, with Result 4 showing that at least

n − 1 rounds of contracting is generally needed for efficient implementation. If we restrict

attention to networks with bounded diameter (defined as the greatest distance between any

two players), then a shorter contracting phase suffices if the bound is small enough. Result 5

in Appendix B.1 states that given n ≥ 3, any finite set of underlying games, and any integer

κ ∈ [2, n], and letting L be the set of all connected networks of diameter weakly less than κ,

there is a contracting institution satisfying r−r ≤ 2κ−2 that implements efficient outcomes.
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Although an efficient equilibrium is featured in the Theorem, one might expect other

equilibria to exist, achieving a variety of different outcomes, and this is indeed the case. Re-

sult 6 in Appendix B.1 is analogous to folk theorems in repeated games. Stating the result

requires additional terminology and definitions that are not repeated here. Essentially the

result shows that the SCO contracting institution with suitably large contract spaces supports

multiple equilibria with a range of payoff vectors above underlying-game Nash-equilibrium

values for core players. In the special case of no peripheral players, as illustrated in Fig-

ure 3, all feasible payoff vectors above u(α) can be approximately achieved by equilibria

of the grand game. Thus, the present modeling exercise shares a theme of prior models of

interactive contracts that produce folk-style results (for instance, Peters and Szentes 2012).

5.2 Notes about option contracts and penalties

I next comment on the interpretation of the SCO contracting institution. As defined, the insti-

tution has 2n− 2 rounds of messages in the contracting phase and, following the exogenous

random draw ϕ, the output of the institution for a pair of players (i, j) is their “contract” mij .

A different, perhaps more realistic, interpretation is that the contracting phase comprises just

the first n rounds of messages (rounds r through 0) and the conditional arrangements are

interpreted as contracts. The later rounds are then dates at which the players can exercise

options in their individual contracts, through their continued communication along edges of

the network. That is, the contract for a pair of players specifies a transfer as a function of

communication in rounds 0 to r, the random draw ϕ, and the verifiable action profile a.

On a related note, in the proof of the Theorem, penalties γ and ψ were chosen for conve-

nience to suffice for all contracting pairs and underlying games, and therefore are large. This

is not necessary, for one could find workable penalties for each relationship that match with

the magnitude of the two players’ possible deviation gains in the underlying game. It is not

clear whether penalties that real courts would call excessive would be needed. Real courts

are, for example, not as sensitive to probabilistic gains (requiring penalties to be scaled up)

as the theory requires, but this practical issue goes beyond the present modeling exercise.

5.3 Summary of technical and conceptual contributions

Presented here is the first general analysis of technological and institutional requirements for

internalizing LDL externalities. The model’s noncooperative game-theoretic structure allows
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for a precise account of the production and enforcement technologies. Treating the contract-

ing institution as a payoff-irrelevant design component allows one to identify properties of

the underlying game, the degree of verifiability, and the set of feasible contracting partners

that are sufficient for efficiency in a best-case scenario regarding equilibrium selection. The

Theorem shows that, in the setting of private bilateral contracting, global verifiability of

productive actions and a connected network of feasible contracting partners is enough.

The Theorem gives a distinctly different message than do prior analyses of specific ap-

plications featuring bilateral contracting in settings with multilateral productive interaction.

For instance, inefficient outcomes are in some cases predicted by McAfee and Schwartz’s

(1994) analysis of contracting in a star network, Segal’s (1999) study of similar settings,

Prat and Rustichini’s (2003) analysis of games played through agents, and De Fontenay and

Gans’ (2014) model of contracting on a network with LDL externalities. The analysis here

helps to show why efficiency is not reached in these other models. The first three assume

a contracting institution with only one or two rounds, not allowing for sequential contract

formation. Also, all but Prat and Rustichini (2003) effectively disallow contracting parties to

condition transfers on others’ productive actions.14

The modeling exercise features novel steps to deal with significant analytical challenges.

The design problem and equilibrium constructions are complex because both contracting and

productive actions are modeled noncooperatively, there are many information sets and asym-

metric information throughout the grand game, and the stringent requirements of sequential

equilibrium is imposed. The general modeling framework is new to the literature, requiring

fresh analysis including how elements of the equilibrium construction are organizing gener-

ically. Further, this paper is the first to employ the partial-equilibrium construction method

for sequential equilibrium utilizing the theorem of Watson (2023).

It is worth expounding on the strengths of the fully noncooperative modeling approach

taken herein, in comparison to the approach of cooperative matching theory and coalitional

bargaining theory.15 By specifying payoffs as a function of an abstract set of contracts that

14McAfee and Schwartz (1994) look at both private contracting and public contracting. De Fontenay and
Gans (2014) assume that disagreement between two parties induces their link to break, rendering them unable
to contract, and that this is publicly observed (thus contracting is not entirely private). The other two technically
don’t have LDL externalities.

15In coalitional bargaining models, centralized contracting is possible because the grand coalition can form
a contract. Subgroups can shape the final agreement by first making agreements in their smaller coalitions. The
incentives of coalitions to manipulate in this way sometimes precludes the attainment of an efficient outcome.
A representative sample of contributions is: Chatterjee et al. (1993), Seidmann and Winter (1998), Gomes
(2005), Gomes and Jehiel (2005), Bloch and Gomes (2006), Hafalir (2007), and Hyndman and Ray (2007).

30



the players form, these two other lines of research account for productive actions as though

taken by an external enforcer. Further, contracting is analyzed using a cooperative stability

concept. Without an explicit account of the player’s inalienable productive actions, one can-

not distinguish various ways in which linkages may occur across contractual relationships,

such as between “contracts on contracts” and contracting on only others’ productive actions.

The distinctions have practical importance, for these linkages differ in terms of expression,

interpretation, enforcement, and verification requirements. The noncooperative approach

provides a foundation for distinguishing types of externalities and understanding what is

required to internalize them. These points are elaborated with an example in Section B.2.

5.4 Implications for applications

The analysis herein does not exactly pin down either the manner in which contracting must

take place to achieve efficient outcomes or the precise form of equilibrium contracts. How-

ever, the results presented in Appendix B.1 identify some of the necessary ingredients,

namely (a) a connected network of contractual relationships, (b) contractual linkages in the

form of transfers conditioned on the productive actions of third parties, (c) endogenous se-

quential contracting, and (d) commitment with opportunities for parties to adjust contracts

based on their personal experience.

The Theorem identifies additional elements that can be successfully employed, such as

(a) endogenous sequencing of contractual commitments starting with passive, peripheral par-

ties and ending with the core group of active parties; (b) limited options to cancel contracts;

(c) assurance penalties that motivate play of efficient productive actions and engender waves

of cancellation following disruptions; and (d) cancellation penalties that encourage parties

to cancel contracts when vulnerable and discourage them from canceling late.16

The modeling exercise may help us recognize elements that support or deter efficient

contracting in real settings. For example, in many collaboration agreements (as illustrated

in Section 3.2), performance guarantees and cross-firm management arrangements establish

linkages across contractual relationships (Bernstein and Peterson 2020). Sequential contract

formation and option contracts are ubiquitous, notably in procurement and supply chains.

16Cancellation waves may remind one of contagious punishments in socially repeated games (Kandori
1992), but they have a different structure. In the latter, a player participates in a contagious punishment due
to a shift in intertemporal trade-offs and expectations about play in future matches. A player is motivated to
participate in an out-of-equilibrium cancellation wave because her contracts contain a “poison pill” that makes
her vulnerable when others on her side of the network will depart from a∗ in the production phase.

31



For instance, in design-build competitions, bidders are typically teams of companies that

will provide complementary products and services (such as architectural and construction

firms), and a preliminary agreement is formed within each team before the eventual winning

team negotiates a contract with the buyer. Appendix B.2 contains additional notes.

5.5 Variations for Further Study

The general modeling platform may provide a good foundation for exploring theoretical vari-

ations. One category is to characterize the performance of alternative contracting institutions,

such as ones that appear in real settings but may not implement efficient outcomes. We could

also ask whether there is a contracting institution that performs better than the one described

here, by more strongly implementing efficient outcomes or by achieving distributional goals.

Another question is whether bargaining power would interfere with attainment of efficient

outcomes. The SCO institution gives individual players no appreciable bargaining power

because negotiation takes place through simultaneous demands. A related practical issue to

explore further is whether efficient contracting requires options to adjust externally enforced

transfers, as the SCO institution facilitates in rounds 1 through r, or could be accomplished

with a simpler institution. This is discussed in Appendix B.2, where I conclude that dynamic

adjustment of externally enforced contracts appears to be needed in general.

A second category of conceptual variation relates to the technologies of production and

external enforcement. One could consider partial verifiability, including in the form of local

rather than global verifiability—for example, where contracting parties can provide evidence

of the productive actions that they and their contracting partners take, but not the actions that

others choose. One can also explore settings in which aspects of contracts can be verified

across contractual relationships, allowing some form of contracts on contracts, which may

ameliorate limited verifiability of productive actions. Further, one could look at variations

regarding observability, such as publicly observed contracting rather than private.17

Additional directions for further research on the technical front include modeling alien-

able (contractually assigned) productive actions; dynamic production; multilateral contract-

ing, as in Ellingsen and Paltseva (2016) in the noncooperative arena and Rostek and Yoder

(2022) on the cooperative side; the Nash program; enforcement constraints; and endogenous

17McAfee and Schwartz (1994) look at both private contracting and public contracting. De Fontenay and
Gans (2014) assume that disagreement between two parties induces their link to break, rendering them unable
to contract, and that this is publicly observed (thus contracting is not entirely private).
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contracting networks, where players invest to establish links.18

6 Conclusion

The modeling exercise herein offers a benchmark result on how LDL externalities can be

internalized through endogenously formed chains of independent bilateral contracts, assum-

ing connected networks and globally verifiable productive actions. The model helps to sort

out barriers to inefficiency in practice, such as contracting institutions that do not provide

players with the opportunity to make or adjust contracts in sequence.

This paper has followed Hurwicz’s (1994) prescription of incorporating “natural” con-

straints into problems of institutional design, in contrast to the perspective that posits a cen-

tralized policymaker with complete control over the design of the game form in which eco-

nomic agents will be engaged. Natural constraints include the nature of productive actions

(as defined by an underlying game), limitations on communication channels (as a contractual

network may represent), and societal principles that dictate allowing the players to design

aspects of what is to be enforced (such as freedom to contract). By precisely accounting for

the productive technology, enforcement technology, and contracting institution in a general

way, the modeling platform developed here lends itself to further exploration in both abstract

and applied directions.

A Appendix

A.1 Default payoff vector construction

Recall that in Section 4.2 we defined a∗, α, N , N , and ai for i ∈ N , for each underlying

game ⟨A, u⟩ ∈ G. Let us now define an additional element, an action âji for every i, j ∈ N .

Specifically, let âji be any best response for player i to aj−i in the underlying game, with

âii ≡ aii specified in the case of j = i and âji = a∗i in the case of i passive.

Definition 6: Take as given an underlying game ⟨A, u⟩ ∈ G and a minimally connected

network K satisfying N ⊂ NK . For every i ∈ N̂K and k ∈ N , the ik-default profile
aik(A,u,K) is constructed as follows:

18The last topic overlaps with the literature on network-based production and games played on endogenous
networks (surveys include Jackson and Zenou 2015, and Bramoullé and Kranton 2016). One could examine
whether incentives to isolate and free-ride can be overcome by pressure to join a chain of relationships.
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• For each j such that (i, j) ∈ K and |β̂(j, i,K)| > 1, specify aikj′ (A, u,K) = akj′ for

every j′ ∈ β̂(j, i,K).

• For j such that (i, j) ∈ K and |β̂(j, i,K)| = 1, specify aikj (A, u,K) = âkj .

• For j ̸∈ N̂K , specify aikj (A, u,K) = a∗j , completing the description of aik−i(A, u,K).

• Finally, let aiki (A, u,K) be any best response for player i to aik−i(A, u,K) in the under-

lying game, subject to aiki (A, u,K) ≡ âki in every case in which âki is a best response.19

For example, consider Figure 7 with i = 5 and k = 8. Then aik6 (A, u,K) = ak6 = a∗6,

aik7 (A, u,K) = ak7, and aik8 (A, u,K) = ak8, because β̂(6, 5, K) = {6, 7, 8} contains more

than one active player. Likewise, aik2 (A, u,K) = âk2 because β̂(2, 5, K) = {2} contains

exactly one active player. Every other player j ̸= i is passive and has aikj (A, u,K) = a∗j .

In some of the equilibrium constructions, where K is the set of pairs that are supposed

to establish non-null contracts, if a player i ∈ N̂K deviates by refusing to contract with

everyone, then later in the event of ϕ = k, player i will believe that the other players will

choose profile aik−i(A, u,K) in the underlying game. Player i will choose aiki (A, u,K) to

best respond. If player i is passive, his choice will be a∗i .

Definition 7: Take as given an underlying game ⟨A, u⟩ ∈ G and a minimally connected

network K satisfying N ⊂ NK . For every i ∈ NK , let default payoff wi(A,u,K) be

defined as follows:

• If |N̂K | ≤ 2, then set wi(A, u,K) ≡ ui(α).

• If |N̂K | > 2 and i ∈ N̂K , setwi(A, u,K) ≡ (1−nε)ui(α)+ε
∑

k∈N ui(a
ik(A, u,K)).

• If |N̂K | > 2 and i ̸∈ N̂K , setwi(A, u,K) ≡ (1−nε)ui(α)+ε
∑

k∈N ui(a
kk(A, u,K)),

where player k is the closest active player to player i in network K.

Note that each profile aik(A, u,K) has all passive players, including peripheral players

and those outside the network, choosing their part of action profile a∗. By the definition of

bound γ, we havewi(A, u,K) ≤ (1−nε)ui(α)+nεγ for each i ∈ NK . Further, aik(A, u,K)

depends on K only through the paths between core players. Correspondingly, wi(A, u,K)

depends on K only through the paths between core players. Observe also that if K is a

subnetwork of some network L′ that is minimally connected and includes all active players,
19Thus aiki (A, u,K) = a∗i is specified in the case of i ∈ N . Further, aiki (A, u,K) = âki if there is a player j

for which (i, j) ∈ K and β̂(j, i,K) contains all active players except player i (which means all other active
players choose their part of ak). Also, recall that âii = aii in the case of k = i.
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then it has exactly the same links among the core players as does L′. Hence aik(A, u,K) =

aik(A, u, L′) and wi(A, u,K) = wi(A, u, L
′).

For the analysis in Sections 4.2 and 4.3, where the underlying game and network L are

given, we can therefore focus on an arbitrarily selected minimally connected subnetwork

L′ that includes all players, and define wi to equal wi(A, u, L
′) for every i ∈ N . These

values apply for whatever is found to be the essential network, and they are referenced in

the detailed construction below. Also, I write aik without making explicit the dependence on

⟨A, u⟩ and the selected L′.

A.2 Proofs of lemmas

The lemmas are restated and proved here.

Lemma 1: Take as given ⟨A, u⟩ ∈ G, a minimally connected network L′ that includes all

players, and a vector w ∈ Rn satisfying wi ≤ (1− nε)ui(α) + nεγ for every i ∈ N . There

exists an essential network.

Proof: Inequality 1 and that wi ≤ (1 − nε)ui(α) + nεγ for every i ∈ N imply that L′ is

adequate. Because the space of networks is finite and the proper subset relation is transitive

and irreflexive, there must exist a subset of L′ (possibly L′ itself) that is essential. □

Lemma 2: Take as given a nontrivial underlying game ⟨A, u⟩ ∈ G, its essential network K,

and its default values (wi)i∈K . There exists contracts m̆ij for (i, j) ∈ K, with m̆ij = m̆ji for

i ̸= j, such that the following conditions hold, where M̆ ≡
∑

(i,j)∈K, i<j m̆
ij .

a) For each pair (i, j) ∈ K, m̆ij = m̆ji is an a∗-assurance contract.

b) For each player i ∈ NK , ui(a∗) + M̆i(a
∗) > wi.

c) For each pair (i, j) ∈ K satisfying ρ(j) = ρ(i) + 1, ui(a∗) + M̆i(a
∗)− m̆ij

i (a
∗) < wi.

Proof: Because K is essential, it is adequate and therefore satisfies

∑
i∈NK

ui(a
∗) >

∑
i∈NK

wi. (2)

ThatK is connected implies the existence of baseline transfers (τ ij)(i,j)∈K such that ui(a∗)+∑
{τ jki | (j, k) ∈ K, j < k} > wi for every i ∈ NK . To see this, note that summing the left
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side over all i ∈ NK yields the left side of Inequality 2 because the transfers are balanced in

the set of contracting partners. For each pair (i, j) ∈ K, let m̆ij be the a∗-assurance contract

with baseline transfer τ ij . Then conditions (a) and (b) hold.

Condition (c) also must hold. To see why, take any pair (i, j) ∈ K such that ρ(j) =

ρ(i) + 1. Because player j and all other players in β(j, i) are peripheral, we can remove

them from network K to form subnetwork K ′ that is minimally connected and contains

every active player. Because K ′ is not adequate, we know that

∑
k∈NK′

uk(a
∗) ≤

∑
k∈NK′

wk. (3)

Because the transfers are balanced and the only contracted transfer between players in NK′

and players in NK \NK′ is the transfer for pair (i, j), we have that
∑

k∈NK′ M̆k(a
∗) =

m̆ij
i (a

∗). Adding
∑

k∈NK′ M̆k(a
∗) − m̆ij

i (a
∗) = 0 to the left side of Inequality 3 and rear-

ranging terms yields

ui(a
∗) + M̆i(a

∗)− m̆ij
i (a

∗) +
∑

k∈NK′\{i}

[
uk(a

∗) + M̆k(a
∗)− wk

]
≤ wi. (4)

Condition (b) implies uk(a∗) + M̆k(a
∗) > wk for every k ∈ NK′ . Therefore the bracketed

terms on the left side of Inequality 4 are strictly positive, implying condition (c). □

A.3 Proof of the theorem: partial construction and existence

Consider any number of players n and finite set G of underlying games. Let the contracting

institution be the SCO contracting institution defined in Section 4.1 with the distribution of

ϕ as specified in Subsection 4.2 and the where Mij
is a finite subset of Mij containing the

contracts identified in Subsection 4.3 and the null contract.

To prove the Theorem, we must show that, for each underlying game ⟨A, u⟩ ∈ G and

connected network L, there is an efficient sequential equilibrium of the grand game. This

subsection describes the equilibrium constructions, which will utilize all of the elements

developed in subsections 4.2–4.4 including the essential network K, the featured contracts,

and the target conditional arrangements.

For now, let us leave out the case in which the underlying game is trivial and also leave

out the case in which |N̂K | ≤ 2 (where N = N̂K is implied). The latter case requires a

variation in the equilibrium construction that will be described at the end of this section. The
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former case is easy to handle and is also discussed at the end of this section.

Take as given a finite set of underlying games G and let the contracting institution be the

SCO institution, with ε and γ defined in Subsection 4.2 and M defined to be any finite set of

contracts that includes those described in Subsection 4.3 as well as the null contract. Various

other elements defined in subsections 4.2–4.4 will be referenced below.

Let I denote the set of information sets (personal histories) in the grand game. This is

quite a large set, with a lot of overlapping private information. Constructing a sequential

equilibrium requires us to specify the belief and action choice at every information set. The

system of beliefs must be fully consistent and the strategies sequentially rational.20

Rather than describe the complete equilibrium strategies, I will specify the actions to

be taken at a number of key information sets denoted by Ξ, including all that will be on

the equilibrium path and some that will be off the equilibrium path. I also will specify the

beliefs at these information sets about the actions taken at the other information sets in Ξ.

I will show that the actions specified for Ξ are sequentially rational regardless of choices

made at the other information sets. Then I will find a specification of fully mixed strategies

for Ξ that support the specified beliefs and satisfy the conditions needed to apply the theorem

of Watson (2023), which guarantees the existence of a sequential equilibrium of the entire

grand game that coincides on Ξ with the construction here.

For every pair (i, j) ∈ K, define rij ≡ −max{ρ(i), ρ(j)}. This will be the round

in which the pair (i, j) is supposed to form their conditional arrangement. Recall that

hij = (λrij, . . . , λ
r
ij) denotes the sequence of messages that player i sends to player j in

the contracting phase. The equilibrium prescribed path of play is described next.

Definition 8: For each pair of players (i, j) ∈ K, the prescribed message sequence is

defined by λr
ij

ij = λr
ij

ji = c̆ ij , and λrij = λrji = λ for each round r ̸= rij . For each

pair of players (i, j) ̸∈ K, the prescribed message sequence is λrij = λrji = λ for every

round r ∈ {r, . . . , r}.

That is, players i and j who are supposed to contract are prescribed to send each other the

null message until round rij , send each other message c̆ ij in round rij to form this conditional

arrangement, and send the null message to each other thereafter. Players who are supposed

to not contract, or who are not linked, are prescribed to send each other the null message in

every round.
20Full consistency rules out a variety of beliefs such as the following. Player i, upon seeing a surprise

message from player j, concludes that player k has deviated, in a setting in which information about k’s
supposed deviation could not have reached player j.
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Definition 9: The prescribed path of play is for the players to send their prescribed message

sequences to each other in the contracting phase and then select a∗ in the production phase

regardless of ϕ.

Note that, in the prescribed path, players linked in K make conditional arrangements

that without cancellation will lead to contracts m̆ij for (i, j) ∈ K identified by Lemma 2.

It is clear that a∗ is a Nash equilibrium of the induced game ⟨A, u + M̆⟩, so if the players

reach the production phase on the equilibrium path then it is rational for each of them to

choose her part of a∗. The difficulty from here is in formulating beliefs and behavior for

off-equilibrium-path contingencies, demonstrating that players do not have the incentive to

deviate, and showing that the beliefs are fully consistent.

Terminology for key information sets

To describe the key information sets, some additional terminology will be helpful. We start

with classifications of the sequence of messages sent between a pair of players (i, j) ∈ K.

The first definition below describes message sequences that conform to the prescribed path

except for “insignificant” variations, where the target conditional arrangement was made in

round rij , but in each earlier round one (at most) of the players sent a non-null message.

Definition 10: For (i, j) ∈ K, say that (hij, hji) is the prescribed message sequence
except for insignificant variations if λr

ij

ij = λr
ij

ji = c̆ ij , for each r < rij either λrij = λ

or λrji = λ or both, and λrij = λrji = λ for each round r > 0. For (i, j) ̸∈ K, say that

(hij, hji) is the prescribed message sequence except for insignificant variations if for every

r < 1 either λrij = λ or λrji = λ or both.

Note that, in the definition above, it is not necessary to state conditions for r ∈ {rij +
1, . . . , 0} in the case of (i, j) ∈ K or conditions for r ≥ 1 in the case of (i, j) ̸∈ K because,

given the other conditions, the players would be restricted to silence in these rounds. The next

definition refers to bilateral message sequences in which a player has unilaterally blocked

formation of a target conditional arrangement.

Definition 11: For any ordered pair (i, j) ∈ K, the ij-decline sequence is defined by:

λr
ji

ji = c̆ij , λr
ij

ij = λ, and λrij = λrji = λ for every r ̸= rij . Say that (hij, hji) is an
ij-decline sequence except for insignificant variations if λr

ij

ij ̸= c̆ij = λr
ji

ji and, for every

r ∈ {r, . . . , 0} \{rij}, either λrij = λ or λrji = λ or both.
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The ij-decline sequence has the players behaving as on the prescribed path through

round rij , when player j offers the target conditional arrangement but player i sends the

null message, so a conditional arrangement is not formed; the players send the null message

to each other thereafter. Insignificant variations involve player i sending any message other

than c̆ij in round rij while player j sends c̆ij , and at least one of the players silent in the other

rounds. The next definition refers to sequences in which a pair of players send each other the

prescribed-path messages (forming their target conditional arrangement) until one of them

cancels.

Definition 12: For any ordered pair (i, j) ∈ K and any round r ≥ 1, the ijr-cancel
sequence is defined by: λr

ij

ij = λr
ji

ji = c̆ij , λrij = “cancel”, λrji = λ, and λℓij = λℓji = λ for

ℓ < rij . Say that (hij, hji) is an ijr-cancel sequence except for insignificant variations if

λr
ij

ij = λr
ji

ji = c̆ij , λrij = “cancel”, λrji = λ, and for every ℓ < rij either λℓij = λ or λℓji = λ

or both.

Next I describe particular full sequences of messages between all players in the contract-

ing phase. These sequences proceed as in the prescribed path until a round in which one

relationship experiences a disruption in the formation of a conditional arrangement, and this

disruption triggers a particular contagion to other relationships.

Definition 13: For any ordered pair (i, j) ∈ K satisfying ρ(i) ≥ ρ(j), the ij-initiated
transit sets, denoted by P rij

ij , P
rij+1
ij , . . . , P r

ij , are defined inductively as follows:

• P rij

ij = {(i, j)}.

• If rij < 0 then for r ∈ {rij, . . . ,−1} and given P r
ij , let

P r+1
ij = {(k, k′) ∈ K | ρ(k) ≥ ρ(k′), ∃k′′ ̸= k′ s.t. (k′′, k) ∈ P r

ij}.

• Then, letting P ij ≡ ∪r∈{rij ,...,0}P
r
ij , let

P 1
ij = {(k, k′) ∈ K | (k, k′) ̸∈ P ij , (k′, k) ̸∈ P ij , and ∃k′′ s.t (k′′, k) ∈ P ij or (k, k′′) ∈ P ij}.

• Finally, for r ∈ {1, . . . , r − 1} and given P r
ij , let

P r+1
ij = {(k, k′) ∈ K | ∃k′′ ̸= k′ s.t. (k′′, k) ∈ P r

ij}.

By construction, the ij-initiated transit sets are disjoint. In the definition of P 1
ij , the

condition of (k, k′′) ∈ P ij applies to (i, j).

Let the full sequence of messages in the contracting phase be denoted by h = (hij)i,j∈N ; i ̸=j ,

and note that this accounts for the sequence of messages between every pair of players.
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Definition 14: For any ordered pair (i, j) ∈ N×N satisfying (i, j) ∈ K and ρ(i) ≥ ρ(j),

the ij-trigger sequence is the full sequence of messages uniquely defined by:

• For every (k, k′) ∈ P ij , (hkk′ , hk′k) is the kk′-decline sequence.

• For every r ∈ {1, . . . , r} and (k, k′) ∈ P r
ij , (hkk′ , hk′k) is a kk′r-cancel sequence.

• For every (k, k′) ̸∈ ∪r∈{r,...,r}P
r
ij , (hkk′ , hk′k) is the prescribed message sequence.

Say that h is an ij-trigger sequence except for insignificant variations if the conditions

above hold in the weaker sense of “except for insignificant variations.”

Recall that hrij is the sequence of messages from player i to player j through round r

of the contracting phase. Note that for a given player i,
(
hrij, h

r
ji

)
j ̸=i

is the sequence of

messages between player i and all other players through round r. Also, for a given sequence

of messages h̃ij through the entire contracting phase, let h̃rij refer to the truncation to round r.

Definition 15: For any player i ∈ N , say that (hr
ij, h

r
ji)j ̸=i is consistent with the prescribed

path if, for every j ̸= i, (hij, hji) is the prescribed message sequence except for insignificant

variations.

Definition 16: For any players i, j, k ∈ N and r ∈ {r − 1, . . . , r}, say that (hr
ik′, hr

k′i)k′ ̸=i

is consistent with a jk-trigger sequence if it is not consistent with the prescribed path and

there exists (h̃k′k′′)k′,k′′∈N, k′ ̸=k′′ that is a jk-trigger history except for insignificant variations,

such that for every k′ ̸= i, hrik′ = h̃rik′ and hrk′i = h̃rk′i. Say that (hr
ik′, hr

k′i)k′ ̸=i is consistent
with a trigger sequence if there exist j, k ∈ N such that (hrik′ , h

r
k′i)k′ ̸=i is consistent with a

jk-trigger sequence.

A sequence of messages between a given player and the other players can be consistent

with multiple trigger sequences. For example, in the example shown in Figure 8, the 86-

trigger sequence and 76-trigger sequence would present the same way to player 2 (in round 2

when player 2 receives the cancellation message from player 5).

An information set for player i is a personal history through some round r of the con-

tracting phase. In the case of r < r, player i’s personal history is exactly
(
hrij, h

r
ji

)
j ̸=i

. In

the case of r = r, player i’s personal history is given by (hij, hji)j ̸=i and the realization of

the random draw ϕ. In both cases, let us say that the personal history is consistent with a

jk-trigger sequence if
(
hrij, h

r
ji

)
j ̸=i

satisfies this condition, and likewise say that it is consis-

tent with the prescribed path if
(
hrij, h

r
ji

)
j ̸=i

satisfies this condition. The null history at the
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beginning of the grand game is trivially consistent with the prescribed path. The terminology

just developed allows the key information sets to be easily defined.

Definition 17: The set of key information sets Ξ is defined to comprise, for each i ∈ N ,

every personal history for player i that is consistent with the prescribed path, and every

personal history for player i that is consistent with a trigger sequence.

Note that many information sets are not in Ξ. Examples include a personal history in

which player i established a conditional arrangement with some player j for which (i, j) ∈ L

and yet (i, j) ̸∈ K, or where (i, j) ∈ K but these players formed a conditional arrangement

that is not their target one and/or formed their conditional arrangement in a round other than

rij . In these personal histories, player i detects simultaneous deviations by players i and j.

Also absent from Ξ are some personal histories consistent with unilateral deviations, such as

when player i deviates from the equilibrium path to cancel a contract in a round that implies

payment of a cancellation penalty.

Prescribed actions at key information sets

Recall that dri = (λrij)j ̸=i denotes player i’s action in round r of the contracting phase (the

vector comprising the messages that player i sends to each other player). Denote by d̆ri

player i’s action in round r on the prescribed path. Further, for any ordered pair (j, k) such

that there exists a jk-trigger sequence, and for any player i, denote by d̃ri (j, k) player i’s

action in round r of the jk-trigger sequence.

Consider the information sets in Ξ belonging to a given player i. The prescribed actions

are specified as follows. Listed first are the personal histories consistent with the prescribed

path, followed by those consistent with a trigger sequence.

Strategy-PP: For each personal history through round r < r that is consistent with the

prescribed path, in round r + 1 player i chooses action d̆r+1
i . For each personal history

through round r that is consistent with the prescribed path, in the production phase player i

chooses action a∗i .

Strategy-TS: Consider any personal history of player i that is consistent with a trigger

sequence. If this personal history is through any round r < r, then in round r + 1 player i

chooses action d̃ri (j, k), for any j and k such that the personal history is consistent with a
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jk-trigger sequence.21 If this personal history is through round r, then player i’s action in

the production phase is determined as follows:

(A) If i ∈ N then player i chooses αi, which is a∗i , regardless of ϕ.

(B) If i ∈ N and there is another core player j such that player i’s personal history is

consistent with a ji-trigger sequence or an ij-trigger sequence, and if |β̂(i, j)| = 1,

then player i chooses αi in the case of ϕ = 0 and âϕi in the case of ϕ ∈ N .

(C) If i ∈ N and there is a peripheral player j such that player i’s personal history is

consistent with a ji-trigger sequence, then player i chooses αi in the case of ϕ = 0

and aiϕi in the case of ϕ ∈ N .

(D) Otherwise, player i chooses αi in the case of ϕ = 0 and aϕi in the case of ϕ ∈ N .

In case B, player i is a core player and has just one partner in the core group with whom

she is supposed to contract, but the target conditional arrangement for this pair was declined

by her partner or herself. In this event, and since in the trigger sequence she also cancels all

conditional arrangements with peripheral players, player i enters the production phase with

only the null contract. Player i’s personal history in this case is consistent with a ji-trigger

sequence or an ij-trigger sequence. In the former subcase, it may also be consistent with

other trigger sequences, such as one initiated by a decline in some round r < 0 that led

player j to decline with player i. In Case C, a peripheral player declined with player i in

round −1, and then player i declined with all core partners in round 0 and cancelled with

other peripheral partners in round 1. Case D covers all instances in which player i enters

the production phase with a conditional arrangement cancelled with at least one other core

player; in this event, player i is supposed to choose her part of aϕ for every ϕ ∈ N .

Beliefs at key information sets

I next describe partial beliefs of the players at the information sets in Ξ, specifically the

marginal over the actions taken (or to be taken) by the players at all information sets in

Ξ. This leaves out the belief of a player at an information set in Ξ about actions taken at

information sets in I \Ξ, and it leaves unaddressed the beliefs of the players at these other

information sets.

21There are cases in which there is more than one pair (j, k) with which the jk-trigger sequence player i’s
personal history is consistent, but it is not difficult to confirm that d̃ri (j, k) is the same for them.
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Consider the information sets in Ξ belonging to a given player i. The partial beliefs,

described as appraisals (probability distribution over the space of strategy profiles), are spec-

ified as follows.

Belief-PP: For each personal history that is consistent with the prescribed path, player i

believes that the actions taken at the information sets in Ξ are exactly as prescribed by

Strategy-PP, except for any inconsistencies observed by player i. That is, (1) player i believes

that in every prior round r, the other players sent exactly the messages described by d̆rj except

for those messages that, in player i’s observation, constitute insignificant variations; and (2)

at unreached information sets, players would behave as prescribed.22

Belief-TS: For each personal history that is consistent with a trigger sequence, let T be the

(j, k) pairs such that player i’s personal history is consistent with a jk-trigger sequence and

the network-K distance between {j, k} and i is minimized among such pairs. Then player i

believes that actions taken at information sets in Ξ are as prescribed by Strategy-TS for one

or more jk-trigger sequences where (j, k) ∈ T , except for any inconsistencies observed by

player i. Inconsistencies are resolved as described in the previous case.

In other words, for personal histories consistent with the prescribed path, player i be-

lieves that play has and will proceed according to the prescribed path, except for any ob-

served discrepancies (which player i believes are insignificant variations). Likewise, for

personal histories consistent with a trigger sequence, player i believes that play has and

will proceed according to a trigger sequence, except for any observed discrepancies (which

player i believes are insignificant variations). In the latter case, as noted above, it is pos-

sible that player i’s personal history is consistent with multiple trigger sequences. In this

case, player i believes that the actual trigger sequence playing out is among those having the

trigger-decline action occurring in a relationship closest to player i.

Rationality at key information sets

Remember that, because the key information sets are a proper subset of all information sets,

the specified behavior at these information sets only partially defines the player’s strategy

22For example, in a personal history that is consistent with the prescribed path, player i may have received a
message λ

r
ji ̸= λ from player j in round r, where rij > r. This errant message did not disrupt the contracting

with player j and so it was an insignificant variation in player i’s experience. Player i would then believe that
player j’s action in round r was the vector formed from d̆

r
j by replacing λ with λ0

ji as the message sent to
player i (leaving all other messages unchanged).
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profile. Likewise, we have only partially defined the player’s beliefs at these information

sets. Nonetheless, we can verify that the prescribed behavior is sequentially rational at the

information sets in Ξ given the partial beliefs. The following list provides the details for

every information set in Ξ belonging to any player i ∈ N . All items on the list pertain to a

player i ∈ NK , whereas only the first two are relevant for a player i ∈ N \NK .

1. Personal histories through round r that are consistent with the prescribed path:

Player i is in the production phase. From Belief-PP, player i believes that the other play-

ers will select a∗−i. Because player i has assurance contracts with those she was supposed

to contract with, she prefers to choose a∗i , for any deviation would cost her ψ (per assurance

contract), which exceeds the maximal payoff gain in the underlying game.

2. Personal histories through any round r ∈ {0, . . . , r − 1} that are consistent with

the prescribed path: By adhering to the prescribed path, as specified, player i expects to

eventually obtain the payoff ui(a∗) + M̆i(a
∗). If she deviates from d̆r+1

i by cancelling her

conditional arrangement with another core player (and regardless of whether she cancels

with multiple other players) then, regardless of how she behaves later, her payoff must fall

strictly below ui(a
∗) + M̆i(a

∗).

This is because the maximum that player i could gain by altering play in the underlying

game is strictly less than γ, and by cancelling she is forced to pay at least one cancellation

penalty of at least γ. Further, since there are no loops in network K, and given what is

feasible in the continuation (in particular, that pairs of players who did not make conditional

arrangements must remain silent with each other), player i’s cancellation cannot lead another

player to eventually cancel with her, so player i will not receive any cancellation penalties.

For the same reason, player i will not receive any assurance penalties because, for each

player k satisfying (i, k) ∈ K with whom player i retains the conditional arrangement, all of

the players in β(k, i) are expected to play their part of a∗ in the production phase, unaware

of player i’s deviation.

Finally, deviating by cancelling conditional arrangements only with peripheral players

will result in a lost transfer from these players, in addition to the cancellation penalty if

r > 0, lowering player i’s payoff.

3. Personal histories through round r that are consistent with a trigger sequence: Let

(j, k) be a pair such that player i’s personal history is consistent with a jk-trigger sequence

and the distance between j and i is minimized among such pairs. Note that player i in such a

contingency has reached the production phase with all of her target conditional arrangements
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either cancelled or declined. She believes every other player will choose the relevant action

specified by Strategy-TS, including that every passive player k′ will choose a∗k′ . Consider

cases as delineated in Strategy-TS(A)-(D):

(A) If i ∈ N then the prescribed action a∗i is clearly best given that all other passive

players do the same. This is true regardless of ϕ and whether player i has experienced

a cancellation, because aϕi = a∗i for ϕ > 0 in every forcing contract that results from a

target conditional arrangement having been cancelled.

(B) Next take the case of i ∈ N , there is another core player j such that player i’s per-

sonal history is consistent with a ji-trigger sequence or an ij-trigger sequence, and

|β̂(i, j)| = 1. Here, player i’s contract was declined with the only core player she was

supposed to contract with, and she cancelled in round 1 with any peripheral contract-

ing partners. Player i believes that target conditional arrangements between all other

pairs of core players were established and then cancelled, so that aϕ−i will be played in

the event of ϕ > 0 and α−i will be played in the event of ϕ = 0. Player i’s payoff is

exactly as in the underlying game, and so âϕi is optimal in the event of ϕ > 0 and αi is

optimal in the event of ϕ = 0.

(C) In the case of i ∈ N and there is a peripheral player j such that player i’s personal

history is consistent with a ji-trigger sequence, player i has declined in round 0 with

the core players she was supposed to contract with, and she cancelled in round 1 with

any other peripheral contracting partners. She believes that these actions perpetuated

the ji-trigger sequence (the other players abide by Strategy-TS), leading the other

players to select α−i in the case of ϕ = 0 and aiϕ−i in the case of ϕ ∈ N . By construction

of aiϕ, it is optimal for player i to choose αi in the case of ϕ = 0 and aiϕi in the case of

ϕ ∈ N , as specified.

(D) For every remaining trigger sequence for i ∈ N , player i made the target conditional

arrangement with at least one other core player and all of her conditional arrangements

were cancelled. In the case of ϕ = 0, all of her contracts are null except for constant

transfers and she believes the other players will select α−i, to which αi is a best re-

sponse. In the case of ϕ > 0, she has only contracts that force aϕi (the penalty ψ

outweighs any deviation gain in the underlying game) or are null except for constant

transfers, and she has at least one of the former. Thus, regardless of what she believes

the other players will choose, player i’s optimal action is αi in the case of ϕ = 0 and

aϕi in the case of ϕ ∈ N .
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4. Personal histories through any round r ∈ {1, . . . , r − 1} that are consistent with a

trigger sequence: Given the definition of trigger sequence, player i has no choice to make

(restricted to silence with everyone else) except for the subcase in which another player k

cancelled a conditional arrangement with player i in round r and player i earlier established

a conditional arrangement with at least one other player (not yet cancelled). It must be that

ρ(k) ≤ ρ(i) and |β̂(k, i)| > 1 (that is, there are multiple active players on k’s side of network

K). Player i is supposed to cancel all remaining conditional arrangements.

Because player i believes that the players in β(k, i) will continue to play according to

Strategy-TS, player i believes that in the production phase, aβ(k,i) ̸= a∗β(k,i) for at least one

value of ϕ. This follows from the fact that âjj = ajj ̸= a∗j for every j ∈ N . Therefore, player i

expects to eventually pay the assurance penalty of ψ with probability of at least ε, for every

outstanding conditional arrangement that she does not cancel (because from Lemma 2(a) the

resulting contracts are assurance contracts).

From the definition of ψ, the expected penalty exceeds (n − 1)γ and thus exceeds the

maximal gain in the underlying game. The arranged cancellation penalties are strictly below

(n− 1)γ, and so player i prefers to cancel all outstanding conditional arrangements. In fact,

player i prefers to do so immediately (in round r+1), since the cancellation penalty increases

with r and no other player in β(i, k) would otherwise cancel with her (implied by K having

no loops).

5. Personal histories through round r = 0 that are consistent with an ik-trigger sequence

for some k ∈ N : It is the case that ρ(i) ≥ ρ(k), which implies that |β̂(k, i)| ≥ 1 because only

pairs of core players are scheduled to form conditional arrangements in round 0. Player i is

supposed to cancel all remaining conditional arrangements.

The logic for class 4 of personal histories, based on player i believing that aβ(k,i) ̸= a∗β(k,i)

for at least one value of ϕ, holds here as well, implying that player i prefers to cancel all

outstanding conditional arrangements in the current round 1. Note that this includes the

subcase of i ∈ N and player i having initiated the trigger sequence by declining with exactly

one other core player k in round 0. It also includes the case in which player i is peripheral,

where player i believes that akϕ−i will be chosen by the other players in the event of ϕ > 0,

where k is the closest active player to player i. Recall that, by construction, akϕ−i ̸= a∗−i for

some value of ϕ.

6. Personal histories through round r = 0 that are consistent with a ki-trigger sequence

for some k ∈ N satisfying ρ(k) = ρ(i) = 0: Player i is supposed to cancel all remaining
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conditional arrangements. As in class 4 and class 5 of personal histories, |β̂(k, i)| ≥ 1,

player i believes that aβ(k,i) ̸= a∗β(k,i) for at least one value of ϕ, and so player i prefers to

cancel all outstanding conditional arrangements in the current round 1.

7. Personal histories through round r = 0 that are consistent with a ji-trigger sequence

for some j ∈ N satisfying ρ(j) = ρ(i) + 1: In this class, from Belief-TS, player i be-

lieves that a ji-trigger sequence is in process. In round rij + 1, player i declined with every

player k satisfying (i, k) ∈ K and ρ(k) ≤ ρ(i), which is a single player if ρ(i) > 0 and

possibly multiple players if ρ(i) = 0. Player i is supposed to cancel all remaining condi-

tional arrangements. As in the previous class of personal histories, |β̂(k, i)| ≥ 1 and player i

believes that aβ(k,i) ̸= a∗β(k,i) for at least one value of ϕ, and so player i prefers to cancel all

outstanding conditional arrangements in the current round 1.

8. Personal histories through round r < 0 that are consistent with a ji-trigger sequence

for some j ∈ N : As in the previous class, from Belief-TS, player i believes that a ji-trigger

sequence is in process, and here it must be that ρ(j) = ρ(i) + 1. Player i is supposed to send

the null message to everyone else. If r ̸= −ρ(j) then she has no incentive to deviate because

non-null messages would be interpreted as insignificant variations and ignored by the others.

If r = −ρ(j) then there is at least one player k for which (k, i) ∈ K and rik = r + 1

(exactly one such player in the case of r < −1), and this player would expect to receive mes-

sage c̆ik. By sending something other than this expected message with every such player k,

player i continues the ji-trigger sequence and expects to receive the payoff wi. By sending

message c̆ik to each such player, player i makes them believe that they are on the prescribed

path except for insignificant variations, and by continuing as though on the prescribed path

player i expects to get the payoff ui(a∗) + M̆i(a
∗) − m̆ij

i (a
∗). From Lemma 2, this value is

strictly less than wi, so player i prefers not to deviate in this way.

Other deviations in the continuation cannot improve player i’s payoff either. For instance,

if ρ(i) = 0 and there are multiple other core players with whom player i is supposed to

contract, declining with some but not all of them will put player i in the position addressed

in the previous classes, where player i expects to pay an assurance penalty for some values

of ϕ.

Further, if player i sends message c̆ik to each player k described above, pretending with

them to be on the prescribed path, and plans to cancel conditional arrangements with any of

them later, then player i expects to pay a cancellation penalty. Planning to cancel with only

a player j′ for which ρ(j′) = ρ(i) + 1 would not entail a cancellation penalty if it is done in
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round 1, but then player i loses a positive transfer from this player given that she has induced

each player k described above to play as though on the prescribed path.

9. Personal histories through round r < 0 that are consistent with an ij-trigger sequence

for some j ∈ N : In this class, player i earlier initiated a trigger sequence by declining with

player j. Player i is supposed to send the null message to everyone else. Given that player i

believes the ij-trigger sequence is in progress and expects to receive the null message from

all other player, deviating would not affect player i’s expected payoff because any non-null

message would be viewed as an insignificant variation and ignored by the recipient.

10. Personal histories through any round r < 0 that are consistent with the prescribed

path: By adhering to the prescribed path, as specified, player i expects to eventually obtain

the payoff ui(a∗) + M̆i(a
∗). In the case of r = −1 and ρ(i) = 0, player i could deviate by

declining with every player k with whom she is supposed to establish a conditional arrange-

ment in round 0 (by sending a message other than c̆ik). It would then be optimal for her to

cancel all conditional arrangements with peripheral players in round 1 (by the same logic

described in class 4). As in class 3(C), she would believe that the other players will select

α−i in the case of ϕ = 0 and aiϕ−i in the case of ϕ ∈ N . The best that player i could then do

in the production phase is to to choose αi in the case of ϕ = 0 and aiϕi in the case of ϕ ∈ N ,

leading to the expected payoff wi. From Lemma 2(b), her expected payoff would be strictly

below ui(a
∗) + M̆i(a

∗), and therefore player i does not want to deviate in this manner.

She can do no better by declining with only some of the players with whom she is sup-

posed to contract, for then she would be on the hook for an assurance penalty or a cancella-

tion penalty. Deviating by sending non-null messages to players expecting to receive the null

message would not further affect player i’s expected payoff, since these messages would be

ignored as insignificant variations.

The analysis is much the same in the case of r < −1 and ρ(i) = −r − 1. Here there is

one player k for whom (i, k) ∈ K and rik = r+1, and it is the case that ρ(k) = ρ(i)−1. If in

round r + 1 player i declines with player k by not sending message c̆ik, then player i would

believe that play will proceed according to the ik-trigger sequence, resulting in expected

payoff wi.

Next take the case of r < −1, ρ(i) = −r − 2, and the existence of a player j for whom

(i, j) ∈ K and ρ(j) = ρ(i) + 1. In the current round r + 1, player i is supposed to send

message c̆ij to such a player. Deviating to decline the target conditional arrangement nullifies

the contract with this other player and, if player i were to otherwise behave as though on the
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prescribed path, then she would expect to obtain the payoff ui(a∗)+M̆i(a
∗)−m̆ij

i (a
∗), which

is below ui(a
∗) + M̆i(a

∗) by Lemma 2(c). Declining in this manner and planning to decline

again with all others in the following period would give player i an expected payoff of at

most wi. No other deviation is worthwhile, using the logic laid out above.

Translating the partial construction to a fully described sequential equilibrium

The penultimate step of the proof is to specify a sequence of fully mixed behavior strategies

for the information sets in Ξ that converges to the partial strategy defined by Strategy-PP and

Strategy-TS, and that induces the partial beliefs defined by Belief-PP and Belief-TS. I shall

use the term situation in place of information set, to be consistent with Watson (2023). Be-

liefs are expressed as appraisals (probability distributions over the space of strategy profiles).

Denote by s a strategy profile in the grand game and note that it can be expressed as a

mapping from I to the action space in the grand game, such that for each ξ ∈ I , s(ξ) is a

feasible action at situation ξ. Let S denote the space of strategy profiles in the grand game,

let SΞ denote the set of strategy profiles restricted to Ξ, and for any s ∈ S let sΞ be the

restriction to Ξ. For each ξ ∈ I , let S(ξ) denote the set of strategy profiles that reach ξ (the

path of play passes through situation ξ) and let S(ξ)Ξ ≡ {sΞ | s ∈ S(ξ)}.

A probability distribution π ∈ ∆SΞ is called fully mixed if it has full support, and it

is called a behavior strategy on Ξ if is exhibits independence across these situations. Let

π∗ denote the behavior strategy on Ξ defined by Strategy-PP and Strategy-TS. Note that, as

constructed, π∗ is a degenerate distribution (a pure strategy profile).

Define a sequence (πκ)∞κ=1 of fully mixed behavior strategies on Ξ as follows. For each

personal history of player i through any round r < r that is consistent with the prescribed

path, player i randomizes independently across the components of the message vector. In

the case of r ≤ 0, for each other player j and each feasible message λij that differs from

what d̆ri specifies to be sent to player j, player i sends message λij to player j with probability

(1/κ)n−r. The remaining probability (which converges to 1 as κ→ ∞) is put on the message

prescribed by d̆ri . In the case of r ∈ {1, . . . , r− 1}, for each other player j and each feasible

message λij that differs from what d̆ri specifies to be sent to player j, player i sends message

λij to player j with probability (1/κ)2n. The remaining probability (which converges to 1 as

κ→ ∞) is put on the message prescribed by d̆ri .

Similarly, for each personal history of player i through any round r < r that is consistent

with a jk-trigger sequence, player i randomizes independently across the components of the
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message vector. For each other player j′ and each feasible message λij′ that differs from

what d̃ri (j, k) specifies to be sent to player j′, player i sends message λij′ to player j′ with

probability (1/κ)2n. The remaining probability is put on the message prescribed by d̃ri (j, k).

Finally, for each personal history of player i through round r that is consistent with the

prescribed path, player i chooses each action ai ̸= a∗i with probability (1/κ) and puts the

remaining probability on a∗i (which is what Strategy-PP prescribes). Likewise, for each

personal history of player i through round r that is consistent with a jk-trigger sequence,

player i puts probability (1/κ) on each action other than that prescribed by Strategy-TS, and

puts the remaining probability on the action prescribed by Strategy-TS.

The sequence (πκ)∞κ=1 clearly converges to π∗, because at each situation in Ξ, the prob-

ability put on the action prescribed by π∗ converges to 1 as κ approaches ∞. It is also

clear that for each ξ ∈ Ξ, the conditional distribution πκ(· |S(ξ)Ξ) converges. Let qξ ≡
limκ→∞ πκ(· |S(ξ)Ξ) and note that this is the appraisal of the player on the move at ξ about

the behavior at the situations in Ξ. It is easy to see that qξ is as described by Belief-PP and

Belief-TS, whichever is the relevant case.

For example, consider a personal history of player i through round r < 1 that is consistent

with the prescribed path but where the message from player j in round r differed from

what d̆rj specifies. The unexpected message from player j is an insignificant variation in the

communication with player i. The probability that this occurred due to a tremble of player j’s

hand in round r (a tremble that affected only the message to i) is on the order of (1/κ)n−r,

whereas the probability that it followed from a deviation by any player in a previous round

that caused player j to send the unexpected message in round r is at most on the order of

(1/κ)n−r+1. Thus, in the limit as κ → ∞, player i believes play has been exactly on the

prescribed path except for the insignificant variation observed in round r. The same logic

works for the case of multiple insignificant variations.

For another example, consider a personal history of player i through round r ≥ 1 that is

consistent with a trigger sequence, where player j cancelled with player i in round r. The

probability that the cancellation occurred due to a tremble of player j’s hand in round r is

on the order of (1/κ)2n, whereas the probability that it followed from a decline choice at

round 0 by some player is at least on the order of (1/κ)n, because there exists such a decline

sequence that would reach player i in round r. Further, any decline sequence initiated prior

to round 0 occurs on the order of at most (1/κ)n+1. Thus, in the limit as κ → ∞, player i

believes play has been exactly on a j′k-trigger sequence, where j′, k ∈ N̂K (they are core

players, so the decline action that initiated the trigger sequence occurred in round 0). The
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same logic works when insignificant variations are included.

Note that in the case just described, player i believes that the trigger sequence in process

was initiated by a single decline choice in round 0, rather than being initiated earlier. Like-

wise, for a personal history thought round r ≤ 0 that is consistent with a trigger sequence

and where some player j declined with player i, player i believes that a ji-trigger sequence

is in process, rather than a trigger sequence that was initiated earlier.

The appraisal system for the partial equilibrium construction is given by Q ≡
(
qξ
)
ξ∈Ξ,

where Ξ is the union of Ξ and artificial situations that represent the beginning of the game

(see Watson 2023 for an explanation). The appraisals include the specification of π∗. We

can extend the appraisals to include nature’s choices by taking the product of each qξ and

nature’s behavior strategy, since nature moves after the contracting phase and the players

observe nature’s choice.

To summarize, Q is fully consistent (Kreps and Wilson 1982) in the partial game because

it was constructed from a sequence of fully mixed behavior strategies. Further, we have

verified that Q is sequentially rational, regardless of the players’ behavior at situations I \Ξ
(what Watson 2023 calls Ξ-sequentially rational). This means thatQ is a Ξ-partial sequential

equilibrium, as defined by Watson (2023).

The last step is to use the theorem of Watson (2023) to establish the existence of a se-

quential equilibrium in the entire grand game that coincides with Q on Ξ. To do this, we

must verify that the rectangular margin-support condition holds, which is that {s ∈ S(ξ) |
sΞ ∈ supp qξ} is a Ξ-product set, for every ξ ∈ Ξ that is a situation for a strategic player (not

nature). This is straightforward given all of the work we have done to construct Q.

Observe that, for each ξ ∈ Ξ, the appraisal qξ puts zero probability on strategy profiles

that pass through any situation in I \Ξ before reaching ξ. This is clear from the fact that

every situation reached through a history that is the prescribed message sequence except

for insignificant variations is itself a personal history consistent with the prescribed path.

Likewise, every situation reached through a history that is an ij-trigger sequence except

for insignificant variations is itself a personal history consistent with either the ij-trigger

sequence or the prescribed path.

Thus, for each ξ ∈ Ξ and s ∈ S such that sΞ ∈ supp qξ, it must be that s ∈ S(ξ)

regardless of the behavior specified for I \Ξ. That is, {s ∈ S(ξ) | sΞ ∈ supp qξ} =

S(ξ)Ξ×SI\Ξ, and so this is a product set.

The theorem of Watson (2023) then establishes the existence of a sequential equilibrium

in the entire grand game, given by an appraisal system P , such that for each ξ ∈ Ξ, pξΞ = qξ.
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In particular, the players’ equilibrium behavior at the situations in Ξ is exactly as described

by Q; it is given by π∗. The equilibrium path is the prescribed path, and so the grand game

ends with play of action profile a∗ in the underlying game, which is efficient.

Specifications for the cases held aside

Recall that, for the complicated construction completed above, we left aside the case in which

the underlying game is trivial and also the case in which |N̂K | ≤ 2 (implying N = N̂K). I

next describe how to deal with these cases.

In the case of a trivial underlying game, where the underlying game has an efficient

Nash equilibrium, we can construct an efficient sequential equilibrium of the grand game

as follows. The prescribed path entails all players sending the null message to each other

in every round, and then choosing α. Define Ξ as the situations that are consistent with the

prescribed path, where insignificant variations may have occurred. At the situations in Ξ, the

players are prescribed to behave as on the prescribed path, ignoring insignificant variations,

which is clearly sequentially rational. The partial-sequential-equilibrium construction and

full equilibrium existence work as before.

In the case in which |N̂K | ≤ 2, the core group comprises exactly two active players or

exactly one active player. In the subcase in which αi ̸= a∗i for i ∈ N̂K (which is implied

by |N̂K | = 1), the equilibrium construction is exactly as described in the previous section

except that profiles aϕ, âji , and aik do not come into play because trigger sequences result

in contracts not being formed by core players (rather than being cancelled). Strategy-TS is

modified to specify simply that player i chooses ai in the underlying game. It is not difficult

to see that the rest of the construction holds together.

In the subcase in which |N̂K | = 2 and yet αj = a∗j for one player j ∈ N̂K (it cannot be

both), we can treat this player as passive and perform the equilibrium construction as though

there is exactly one active player (the subcase covered in the previous paragraph). This is

because on the equilibrium path and in any trigger sequence, the lone active player i plays

only a∗i or αi, and thus player j optimally responds with a∗j with any specified assurance

contract or the null contract.
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Rey, Patrick and Thibaud Vergé (2019), “Secret contracting in multilateral relations,” TSE

Working Paper 16–744.

Rochet, Jean-Charles and Jean Tirole (2003), “Platform Competition in Two-Sided Markets.”

Journal of the European Economic Association 1 (4): 990–1029.

Rochet, Jean-Charles and Jean Tirole (2006), “Two-Sided Markets: A Progress Report,” The

RAND Journal of Economics 37 (3): 645–667.

Rostek, Marzena and Nathan Yoder (2020), “Matching with Complementary Contracts,”

Econometrica 88 (5): 1793–1827.

Rostek, Marzena and Nathan Yoder (2022), “Matching with Multilateral Contracts,” manuscript

in circulation.

Rysman, Marc (2009), “The Economics of Two-Sided Markets,” Journal of Economic Per-

spectives 23 (3): 125–143.

Segal, Ilya (1999), “Contracting with Externalities,” Quarterly Journal of Economics 114

(2): 337–88.

Seidmann, Daniel J. and Eyal Winter (1998), “Exploring Gains from Trade in Multilateral

Bargaining: A Theory of Gradual Coalition Formation,” Review of Economic Studies

65: 793–815.

Varian, Hal R. (1994), “A Solution to the Problem of Externalities when Agents are Well-

Informed,” American Economic Review 84: 1278–1293.

56



Yamada, Akira (2003), “Efficient Equilibrium Side Contracts,” Economics Bulletin 3 (6):

1-7.

Watson, Joel (2007), “Contract, Mechanism Design, and Technological Detail,” Economet-

rica 75: 55–81.

Watson, Joel (2017), “A General, Practicable Definition of Perfect Bayesian Equilibrium,”

unpublished draft.

Watson, Joel (2023), “Partially Constructed Sequential Equilibrium,” unpublished draft.

Weyl, E. Glen (2010), “A Price Theory of Multi-Sided Platforms,” American Economic Re-

view 100 (September): 1642

57



Contractual Chains
Joel Watson, April 2024

B Supplemental Appendix (on-line only)

B.1 Statements and Proofs of Additional Results

In this section are formal statements of the results mentioned in Sections 3 and 5 of the

paper, along with technical details and proofs. The first four were noted in Section 3 and the

last two in Section 5. Some of these results are proved by extending what has already been

presented in the main body of this article and in Appendix A.3.

Result 1: For any given n ≥ 3, there exists an underlying game with partial verifiability

and a connected network such that (i) feasible contracts exist to support efficient production,

and yet (ii) regardless of the contracting institution, there is no sequential equilibrium of the

grand game in which an efficient action profile of the underlying game is played with positive

probability.

Proof: Consider the following example of team production with three players. Player 1, the

manager, has no action in the underlying game, so A1 = {1}. Players 2 and 3, the workers,

have action spaces A2 = A3 = {0, 1}, where 1 stands for high effort and 0 represents low

effort. Payoffs are given by u1(a) = 5(a2 + a3), u2(a) = −3a2, and u3(a) = −3a3. The

network consists of only the pairs (1, 2) and (1, 3), meaning the manager can contract with

each worker individually.

Assume the external enforcer can verify only whether or not a = (1, 1, 1). That is, there

is partial verifiability represented by the partition of A with these two elements: {(1, 1, 1)}
and {(1, 0, 1), (1, 1, 0), (1, 0, 0)}. The verifiability constraint requires every contract m to

specify m(1, 0, 1) = m(1, 1, 0) = m(1, 0, 0). Efficiency requires a = (1, 1, 1) to be chosen,

maximizing the players’ joint value.

There are contracts m12 and m13 that, if formed in equilibrium, would give players 2

and 3 both the incentive to choose high effort, such as contracts specifying bonus payments

m12
2 (1, 1, 1) = 4 and m13

3 (1, 1, 1) = 4, and m12
2 (a) = m13

3 (a) = 0 for every a ̸= (1, 1, 1).

With these contracts and high effort from both workers, player 1’s payoff would be 2. There

cannot be such an equilibrium outcome, however, for then player 1 would strictly gain by

refusing to contract with player 3 while behaving with player 2 as directed. This deviation
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would not be observed by player 2 and therefore would not affect player 2’s choice of high

effort, and it would lead player 3 to choose low effort, resulting in a payoff of 3 for player 1.

In fact, in this example, regardless of the contracting institution, every equilibrium of the

grand game has a = (1, 1, 1) chosen with probability zero. Here is the formal analysis:

For any given equilibrium, let f be the joint distribution of (a2, a3) on the equilibrium

path. Consider that in some equilibrium contingency at the end of the contracting phase,

player 2’s contract with player 1 is m12 and player 2 is supposed to select high effort

with positive probability. Let ζ be the probability that, in this contingency, player 2 thinks

player 3 will select high effort. Note that player 2 receives m12
2 (1, 1, 1) if and only if both

workers choose high effort, and otherwise player 2 receives m12
2 (1, 0, 0) = m12

2 (1, 1, 0) =

m12
2 (1, 0, 1). Player 2’s incentive condition requires ζm12

2 (1, 1, 1)+(1−ζ)m12
2 (1, 0, 0)−3 ≥

m12
2 (1, 0, 0), which simplifies to

m12
2 (1, 1, 1)−m12

2 (1, 0, 0) ≥ 3/ζ.

That is, player 1 pays to player 2 a bonus of at least 3/ζ from this contingency, in the event

that both players 2 and 3 select high effort.

Let us integrate over the equilibrium paths in which both workers select high effort. Us-

ing Jensen’s inequality with respect to the distribution of ζ , which has mean f(1, 1)/[f(1, 1)+

f(1, 0)] over these paths, we find that player 1 pays to player 2 an expected bonus of at least

f(1, 1) · 3 · f(1, 1) + f(1, 0)

f(1, 1)
= 3f(1, 1) + 3f(1, 0).

If player 1 were to deviate by refusing to contract with player 3 while still contracting with

player 2 as specified by the equilibrium, then player 1 would save this expected bonus with-

out changing player 2’s action in the underlying game. There would be an associated loss

in player 1’s relationship with player 3 of no more than (5 − 3)[f(1, 1) + f(0, 1)], which

is the expected surplus generated by player 3, because player 3’s equilibrium payoff must

be weakly greater than zero. In equilibrium, player 1 must be dissuaded from deviat-

ing and so we must have 3f(1, 1) + 3f(1, 0) ≤ 2f(1, 1) + 2f(0, 1), which simplifies to

f(1, 1) ≤ 2f(0, 1) − 3f(1, 0). The same steps apply to player 1 considering whether to

refuse to contract with player 3, which implies f(1, 1) ≤ 2f(1, 0)− 3f(0, 1).

Summing the last two inequalities, we get 2f(1, 1) ≤ −f(1, 0) − f(0, 1), which cannot

be satisfied if f(1, 1) > 0, implying that a = (1, 1, 1) occurs with zero probability. A further

implication is that, if there is an equilibrium contingency in which a worker i is supposed to

2



choose high effort with positive probability, then the other worker is sure to choose low effort

and player i’s payment is not sensitive to this player’s effort choice, which is contradicts

rationality. Thus, workers select low effort for sure in equilibrium.

This example proves the result for the case of n = 3. It is easy to see that for any

larger number of players, we can specify an underlying game in which players 1-3 interact

as described above and the other players have no action choices and always zero payoffs.

Let the network comprise exactly every pair (1, j) for j = 2, 3, . . . , n. The analysis above

extends to this setting, where the deviations we check for player 1 include player 1 refusing

to contract with every player j ≤ 4 in addition to either player 2 or player 3, and we obtain

the same conclusion regarding inefficient outcomes. □

For more on team production with partial verifiability and private contracting, see Gold-

manis and Ray (2021).

Result 2: For any given n ≥ 4, there exists an underlying game ⟨A, u⟩ and a network L

such that every player has a link in L (although L is disconnected) and, regardless of the

contracting institution, there is no sequential equilibrium of the grand game in which an

efficient action profile of the underlying game is played with positive probability.

Proof: For any given n ≥ 4, a version of the example shown in Figure 2 suffices to prove this

result. Let κ be the largest integer less than n/2. Let L be the network comprising exactly

the pairs

(1, 2), (2, 3), . . . , (κ− 1, κ), (κ+ 1, κ+ 2), (κ+ 2, κ+ 3), . . . , (n− 1, n).

Note that this network is disconnected due to the missing link between players κ and κ+ 1.

Let the underlying game be one in which only players 1 and n have choices to make, each

chooses between action 0 and action 1, and the payoffs of players 1, 2, n − 1, and n are,

in this order, shown in the table of Figure 2 with a4 replaced by an. The other players get

a payoff of 0 regardless of a1 and an. The logic presented in section 3.1 concerning the

incentives of players 1 and 2 applies here without alteration. □

For the next result, here is a precise definition: Let us say that the contracting institution

exhibits dated commitment if for every pair of players (i, j), there is a round r̂ij such that

(i) Λℓ
ij(h

ℓ−1
ij , hℓ−1

ji ) = {λ} for all ℓ > r̂ij , hℓ−1
ij , and hℓ−1

ji ; and

(ii) µij(hij, hji, ·) ≡ m for every hij = (λrij, λ
r+1
ij , . . . , λrij) and hji = (λrji, λ

r+1
ji , . . . , λrji)

for which either λr̂ijij = λ or λr̂ijji = λ or both.
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Result 3: For any given n ≥ 4, there exists an underlying game ⟨A, u⟩, a connected network

L, and a number δ < 1 such that, for every contracting institution exhibiting dated com-

mitment, there is no sequential equilibrium of the grand game in which an efficient action

profile of the underlying game is played with a probability greater than δ.

Proof: A version of the example shown in Figure 3 suffices to prove this result. Let L be the

network comprising exactly the pairs (1, 2), (2, 3), . . . , (n−1, n). This is a linear, connected

network. Let the underlying game be one in which only players 1 and n have choices to

make, each chooses between actions 0, 1, and 2, and the payoffs of players 1, 2, n − 1,

and n are, in this order, shown in the table of Figure 3 with a4 replaced by an. The other

players get a payoff of 0 regardless of a1 and an. Note that the efficient action profile entails

a1 = an = 1.

To obtain a proof by contradiction, consider any contracting institution that exhibits dated

commitment and suppose there is an equilibrium of the grand game in which the efficient

action profile is played with a probability of at least δ. Without loss of generality, we can

assume that r̂12 ≥ r̂n−1n holds for the given contracting institution; if this inequality is

reversed, substitute player n for player 1 and player n − 1 for player 2, and the logic is the

same.

Consider the equilibrium paths of play in which efficient actions a1 = 1 and an = 1

are chosen. By presumption, the set of pure strategy profiles that induce these various paths

of play are assigned probability of at least δ by the equilibrium (generally mixed) strategy.

Suppose player 1 deviates from her equilibrium strategy by sending message λ to player 2

in every round r̂12 situation/information set and by also choosing a1 = 2 in the production

phase, and otherwise follows her equilibrium strategy. This deviation can have no effect on

contracting between player n−1 and n, and also on player n’s action in the production phase,

because their contract would have to be set by round r̂12 and they do not communicate after.

Thus, with player 1’s deviation, player n still must choose an = 1 with probability at least δ.

Player 1’s deviation therefore gives this player an expected payoff of at least δ9+(1−δ)2,

which must be a lower bound on player 1’s equilibrium expected payoff. The equilibrium

expected payoffs of players 2 and n − 1 are bounded below by 2 (because, for instance, if

player 2 refused to contract then player 1 must then choose a1 = 0 or a1 = 2), player n’s

equilibrium expected payoff is bounded below by 4 (by refusing to contract and then choos-

ing an = 0, this is the lowest payoff possible), and the equilibrium expected payoffs of all

other players are bounded below by 0. The sum of lower bounds is δ9+ (1− δ)2+ 8, which

can be no greater than the maximal joint value of 16. This inequality simplifies to δ ≤ 6/7.
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We would therefore have a contradiction if δ > 6/7. The claim holds for any δ strictly

between 6/7 and 1. □

Result 4: For any given n ≥ 3, there exists an underlying game ⟨A, u⟩, a connected network

L, and a number δ < 1 such that, for every contracting institution with strictly fewer than

n−1 contracting rounds, no sequential equilibrium of the grand game has an efficient action

profile in the underlying game played with a probability greater than δ.

Proof: The steps to prove this result are nearly identical to the steps for Result 3. In the case

of n ≥ 4, use the same example employed for Result 3. (For the case of n = 3, it suffices to

consider an underlying game in which players 1 and 3 are playing a prisoners’ dilemma and

player 2 has no choice and gets a constant payoff of 0.) For any given contracting institution

with strictly fewer than n−1 contracting rounds, suppose there is an equilibrium of the grand

game in which the efficient action profile is played with a probability of at least δ.

Suppose player 1 deviates from her equilibrium strategy by sending message λ to player 2

in every contracting round, ensuring that she has the null contract with player 2, and by

choosing a1 = 2 in the production phase. This deviation can have no effect on contracting

between player n − 1 and n, and also on player n’s action in the production phase, because

there aren’t enough rounds through which this deviation can alter play in such a fashion as to

disrupt contracting between players n−1 and n, and player n would not detect any deviation

from the equilibrium path. Thus, with player 1’s deviation, player n still must choose an = 1

with probability at least δ. Player 1’s deviation gives this player an expected payoff of at

least δ9+ (1− δ)2, which must be a lower bound on player 1’s equilibrium expected payoff.

The other players’ equilibrium payoffs are bounded as described in the proof of Result 3,

and we reach a contradiction if δ > 6/7 as before. □

Result 5: Take as given any integer n ≥ 3, any finite set of underlying games G, and any

integer κ ∈ [2, n]. Let L be the set of all connected networks of diameter weakly less than

κ. There exists a contracting institution (representing private, independent, and voluntary

contracting) satisfying r − r ≤ 2κ− 2 that implements efficient outcomes.

Proof: This result is proved by noticing that, in the proof of the Theorem, for all of the

steps the necessary number of contracting rounds is bounded by parameters of the network

L. Specifically, we need |r| to be weakly greater than the largest periphery index (to allow

peripheral players to establish conditional arrangements in order of periphery index), and we

need r to be weakly greater than one less than the maximal distance between core players

(to allow a sequence of cancellations to progress across the core group following a decline
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between a pair of core player at round 0). For a network of diameter κ, the maximal periphery

index and the maximal distance between core players are both κ− 1, and therefore the total

number of rounds needed for the proof is (κ − 1) + (κ − 2) + 1 = 2κ − 2. The addition

of 1 here is to account for round 0. Under these conditions, the proof of the Theorem goes

through without alteration. □

On the topic of multiple equilibria and the range of equilibrium values, the next result

is analogous to folk theorems in repeated games. For intuition and to develop terminology,

let us review the analysis underlying the Theorem. Recall that, in the proof of the Theorem,

for each underlying game in G, we took a∗ to be an arbitrarily chosen efficient action profile

and α to be an arbitrarily chosen Nash equilibrium. Therefore, we started with a set of tuples

(⟨A, u⟩, a∗, α), one for each ⟨A, u⟩ ∈ G. From this set, with further arbitrary selection, we

derived elements N , N , ai, and âji for i, j ∈ N . Global parameters ε and γ were selected

in relation to the set of underlying games, to satisfy the conditions described in Section 4.2

such as Inequality 1. Likewise, upon fixing a connected network L, we derived a profile aik

for every i ∈ N̂K and k ∈ N , a value wi for every i ∈ NK , and a special subnetwork K

called essential. And for every i ∈ NK , we defined the periphery index ρ(i).

Let us call all of these derived elements, collectively, the fundamental elements in relation

to the given set of tuples (⟨A, u⟩, a∗, α). Determination of fundamental elements is generally

not unique. Recall that all of this structure led to the identification of contracts m̆ij for

(i, j) ∈ K and target conditional arrangements, for each underlying game and network, and

ultimately to the construction of an efficient equilibrium in the grand game.

Notice that none of the analysis used to identify the fundamental elements for a given

tuple (⟨A, u⟩, a∗, α) requires a∗ to be efficient. All that was required is that a∗ is more

efficient than α. Thus, we can repeat the construction of the fundamental elements by sub-

stituting for a∗ any action profile ã, provided that α is a Nash equilibrium of ⟨A, u⟩ and∑
i∈N ui(ã) >

∑
i∈N ui(α). Then for any connected network L, all of the fundamental

elements are well defined (not necessarily uniquely) and satisfy the conditions stated in Sec-

tion 4.2. Further, we need not have limited the set of initial tuples to just one pair a∗ and α

for each underlying game; that is, we could allow multiple combinations.

Take as given n and A. Use the term scenario for any tuple (⟨A, u⟩, ã, α, L, (yij)i ̸=j)

with the properties that ⟨A, u⟩ is an n-player game with A ⊂ A, ã ∈ A, α is a Nash

equilibrium of ⟨A, u⟩,
∑

i∈N ui(ã) >
∑

i∈N ui(α), L ∈ N ×N is a connected network, and

yij = yji ∈ Rn
0 (i, j) for i ̸= j. Let Y ≡

∑
i<j y

ij . We will want to know whether, for

underlying game ⟨A, u⟩ and network L, there is a sequential equilibrium of the grand game
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in which ã is played in the production phase and transfers are (yij)i ̸=j on the equilibrium

path, so that the payoff vector is u(ã) + Y .

The proof of the Theorem focuses on, for each underlying game and network, a scenario

in which ã is efficient (called a∗). We can explore the prospect of multiple equilibria by look-

ing at a set of scenarios that share the same underlying game and network. Call a set S of sce-

narios permissible if the following conditions hold. First, S is finite. Second, global param-

eters γ and ε suffice for all underlying games. That is, for every (⟨A, u⟩, ã, α, (yij)i ̸=j) ∈ S,

i ∈ N , and a ∈ A, we have γ > 2|ui(a)| and
∑

i∈N ui(ã) >
∑

i∈N [(1− nε)ui(α) + nεγ]

and also ε < 1 − αi(ãi) for each player i for whom αi(ãi) < 1 (corresponding to the

inequalities in Section 4.2). Third, letting Y ≡
∑

i<j y
ij , it is the case that:

• for every (i, j) ̸∈ K, yij is the 0 vector;

• ui(ã) + Yi > wi for each player i ∈ NK ; and

• for each pair (i, j) ∈ K satisfying ρ(j) = ρ(i) + 1, ui(ã) + Yi − yiji < wi.

Note that the second and third conditions correspond to conditions b and c in Lemma 2.

Result 6: Take as given any integer n ≥ 2, any finite set of action profiles A, and any

permissible set S of scenarios. There exists a contracting institution (representing private,

independent, and voluntary contracting) such that the following is true for every scenario

(⟨A, u⟩, ã, α, L, (yij)i ̸=j) ∈ S: In the case in which ⟨A, u⟩ is the underlying game and L is

the network, there is a sequential equilibrium of the grand game that yields the payoff vector

u(ã) + Y .

Proof: Take as given any integer n ≥ 2, any finite set of action profiles A, and any finite set

S of permissible scenarios. Fix the fundamental elements for these scenarios to satisfy the

conditions of permissibility. For every (⟨A, u⟩, ã, α, (yij)i ̸=j) ∈ S , all of the steps described

in Sections 4.3 and 4.4 to define feasible contracts and target conditional arrangements go

through without alternation except for replacing a∗ with ã, and instead of applying Lemma 2

we can directly construct (m̆ij)(i,j)∈K to have the required properties, by using the permis-

sibility conditions. Specifically, we set m̆ij to be the ã-assurance contract with baseline

transfer yij . The equilibrium construction then goes through as described in Appendix A.3,

with no modifications. □
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B.2 Additional Discussion

This paper’s novel approach of constrained contracting-institution design allows us to an-

alyze settings without limiting ourselves to a single model of contract negotiation, while

also requiring that assumptions about contracting, such as its voluntary nature, are expressed

separately from other assumptions on the contracting process and technology. If we had

adopted one of the prior literature’s simple models of contract formation from the start, we

would have a limited view of contractual linkages and would not have found the main result.

Advantages of the noncooperative modeling approach

On the comparison between fully noncooperative models and cooperative matching of match-

ing and coalitional bargaining, consider the example of a collaboration agreement discussed

in Section 3.2, where, among other things, player 4’s productive action directly affects

player 1’s payoff in the underlying game. Compare this to a supply-chain setting in which

player 4 may provide an intermediate good to player 3, who in turn may provide an inter-

mediate good to player 1. For the latter setting, suppose player 1’s payoff is a function of

only the type and quantity of the intermediate good delivered by player 3, and player 3’s cost

of producing the good for player 1 depends on the intermediate good supplied by player 4.

Thus, player 1 cares about player 4’s productive action only to the extent that it affects the

negotiated terms of her contract with player 3.

Because these two settings are distinguished by different production technologies, they

are differentiated unambiguously by a model that explicitly accounts for productive interac-

tion, as accomplished herein by specifying the noncooperative underlying game. A modeling

approach that abstracts from the underlying game by specifying payoffs as a function of an

abstract set of contracts is not well suited to make the distinctions that these two examples

illustrate. For instance, Fleiner et al. (2018), Fleiner et al. (2019), and others in the coop-

erative matching literature assume that a player’s payoff depends on only the contracts this

player signs, which would not allow for the externality in the collaboration-agreement ex-

ample. Matching models that allow payoffs to be a function of the entire set of contracts

formed, such as in Rostek and Yoder (2020, 2022) and Pycia and Yenmez (2019) for two-

sided markets, can capture LDL externalities to some extent, but it is not clear how they could

distinguish between, say, the collaboration-agreement and supply-chain examples without an

explicit account of the production technology.23

23The supply chain example features what some call a pecuniary externality, though it may be more in-
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With respect to modeling contract formation, the goal of the Nash program is to establish

a mathematical equivalence between stability concepts for cooperative models and equilib-

rium play of noncooperative protocols. As noted in the Introduction, some progress has been

made in the matching-with-contracts context, but the program has not been advanced for set-

tings with LDL externalities. Therefore, it is unclear whether any given stability condition

would translate into equilibrium conditions in a noncooperative model of contracting.

In summary, the noncooperative approach, taken herein and in line with Jackson and

Wilkie (2005) and Ellingsen and Paltseva (2016), has advantages that complement other ap-

proaches to the study of contractual networks.24 The noncooperative approach provides a

good foundation for precisely defining the technologies of production and enforcement, in-

cluding the extent of verifiability. This structure allows one to sort out alternative methods

of linking contractual relationships, such as conditioning transfers on third-party productive

actions as opposed to contracts on contracts. Importantly, it also gives contracts their natural

meaning, enabling predictions on the actual form that contracts take in applications.25 Re-

call that contracts on contracts were ruled out in the present modeling exercise by defining

contracts as mappings from the outcome of the underlying game and by the independence

requirement on contracting institutions. Contracts on contracts would be enabled by altering

either or both of these assumptions.

Barriers to efficiency and design in applications

Despite the emphasis of this modeling exercise on attaining efficiency, the Theorem should

not be regarded as a claim that efficient outcomes will always be reached in reality, but rather

as a reference for applications and a benchmark for further theoretical analysis. Applications

vary technologically and may not fit with the assumptions made here, with respect to pro-

duction and enforcement technologies as well as the contracting institution. Moreover, even

under favorable conditions, efficiency relies on the players coordinating to achieve not just

structive to avoid the term and instead say the downstream result of a possible contracting or market distortion.
Other entries in the matching literature include Ostrovsky (2008), Hatfield and Kominers (2012, 2015), Hatfield
et al. (2013), Manea (2018), and Bando and Hirai (2021).

24Additional related papers from the prior literature include Guttman (1978), Danziger and Schnytzer
(1991), Guttman and Schnytzer (1992), Varian (1994), and Yamada (2003).

25Regarding contracts on contracts, Peters and Szentes (2008) tackle one of the key modeling components in
their analysis of interactive promises. They examine settings in which players can make unilateral commitments
about how they will play in the underlying game, and each player’s promises can be conditioned on the promises
of others. The authors develop a mathematical apparatus to handle the infinite regress issue, and they prove a
folk theorem implying the existence of efficient equilibria. Their work suggests that interactive contracts require
the external enforcement system to develop a sophisticated language for the cross-referencing of promises.
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Figure 9: A few common networks.

an equilibrium but the right equilibrium from a potentially large set.

When evaluating barriers to efficiency, it may be helpful to categorize examples in terms

of prominent aspects of their networks and the structure of their underlying games. Fig-

ure 9 illustrates four classes of networks. The networks shown would be suitable to model,

from left to right, (i) vertical contracting with a single supplier, as well as common-agent or

common-principal settings;26 (ii) vertical contracting in a bipartite supply network and two-

sided markets;27 (iii) platforms and general intermediation networks;28 and (iv) community

interaction with an arbitrary contractual network.29

The theory may eventually provide input to the design of markets and enforcement sys-

tems, as they facilitate contract creation. An example is the set of legal and procedural rules

for eminent domain, where cases typically involve a number of property owners and land-use

externalities. Platforms that facilitate contracting in related markets such as in the health-care

sector essentially set aspects of the contracting institution. Legal infrastructure and regula-

tion determine verifiability and other aspects of the enforcement technology. Organizations

may play a role in designing the contracting institution, such as when a procuring party (for

instance, a municipality) sets the rules for a design-build competition.

26Representative entries in the literature include Bernheim and Whinston (1986a,b), Segal (1999), and
Galasso (2008). Martimort (2007) surveys the related literature.

27Kranton and Minehart (2001) initiated a line of research on buyer-seller networks; other work on such
vertical contracting includes Elliott (2013) and Nocke and Rey (2018). Particularly relevant to the present
modeling exercise is the analysis of collusion and competition with cross-licensing, such as in Jeon and Lefouili
(2018, 2020) and Rey and Vergé (2019).

28Rochet and Tirole (2003, 2006) and Armstrong (2006) look at various pricing alternatives for interme-
diaries; Rysman (2009) provides an overview of this area of literature. Other entries include Weyl (2010) on
pricing strategies and monopoly power, Lee (2014) on tipping points for platform adoption, Reisinger (2014)
on two-part tariffs and equilibrium selection, Edelman and Wright (2015) on the microstructure of interaction
between agents on the two sides of the market, and Hagiu and Wright (2015) on vertical integration.

29Regarding more general networks, an important but relatively under-developed branch of contract theory
views an organizational structure as a nexus of contracts (Jensen and Meckling 1976). Laffont and Martimort
(1997) surveys this area of the literature and Cafeggi (2008) provides a legal perspective. Economides (1996)
provides an overview of contractual issues in general networks, mostly notably data networks.
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On the efficacy of simpler contracting institutions

Following the discussion in Section 5.5, I comment further on whether efficient contract-

ing requires options to adjust externally enforced elements, as the SCO institution facilitates

in rounds 1 through r. For instance, consider a “Simultaneous Contracting and Sequential

Communication” (SCSC) institution that has one round of simultaneous contract creation,

determining the induced game ⟨A, u +M⟩ for the production phase, followed by multiple

rounds of messages that do not affect the contracts but are used by the players to coordinate

on actions to take in the production phase. Whether an SCSC institution can implement effi-

cient outcomes is not addressed by Results 3 and 4, which show that sequential contracting

is essential but do not distinguish between external and self-enforced options.

I conjecture that SCSC institutions would not be effective generally but perhaps could

implement efficient outcomes for some special classes of underlying games. The best hope

might be for underlying games in which αi(a
∗
i ) = 0 for every player i; but even if an efficient

equilibrium exists (which is not clear), the construction remains challenging and still requires

players to coordinate on some sort of assurance contracts.30 There is greater doubt for dealing

with other underlying games. Consider the case in which αi(a
∗
i ) > 0 for at least one player i.

A disruption in contracting with such a player may not motivate her partner to pass along

word of the disruption. For example, if αi(a
∗
i ) = 1, then this player would still choose

her part of the efficient action profile in response to a belief that the other players have

flipped to α, and so off-equilibrium-path beliefs and behavior could not be as simple as

coordination on α. More broadly, there is a direct conflict between assurance penalties and

making α a Nash equilibrium of the “induced game” in the production phase following a

deviation. The proof of the Theorem (and SCO institution) deals with these problems by

use of conditional arrangements that switch to different contracts upon cancellation and, by

varying the forcing arrangements as a function of ϕ, induce players to choose actions in the

production phase that, under their on-equilibrium-path contracts, would expose them to high

assurance penalties.31 Characterizing what SCSC and alternative institutions can achieve is

30We can look for a variant of assurance contracts such that (i) a∗ is a Nash equilibrium of ⟨A, u + M⟩;
(ii) ui(a

∗) > ui(α) for every player i; and (iii) α is a Nash equilibrium of ⟨A, u +M ′⟩ and M ′
i(α) ≤ 0, for

every total transfer function M ′ formed from M by removing any of player i’s contracts, for each player i. We
would aim to construct an equilibrium in which any disruption in contracting leads to a wave of messages that
coordinates the players on α rather than a∗. It is not clear whether condition (iii) can be satisfied always.

31Incidentally, an SCSC institution would require knife-edge indifference conditions to deal with peripheral
players. One could ask whether we could have disperse forcing arrangements as part of the on-path contracts in
an SCSC institution and use a weaker form of virtual implementation, but there is still the problem of working
out what behavior would look like in the production phase following contract declines, where penalties would
be paid for some values of ϕ.
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a worthwhile topic for future research; I have not been able to make much progress in the

context of the current exercise.

Other Comments

The contracts defined here specify balanced transfers (no money thrown away). One might

ask whether the analysis would change if money burning were allowed or, in a related vein,

if contracting partners could commit to make transfers to, but not from, third parties. In fact,

expanding the range of contracts in this way would not affect the current analysis and results.

Further, it would not simplify the proof of the main result or make it a trivial finding.

To see this, recall that weak implementation is easy to obtain in social-choice settings with

common knowledge of the state, more than two agents, and the existence of outcomes that

severely punish the players. The planner asks the agents to report the state. If they all send the

same report then the planner compels the desired outcome for this state. If all but one agent

gives the same report, so that a single agent reports differently, then the planner compels

an outcome that severely punishes this agent (and possibly others). Money burning can be

used to severely punish players, but such a mechanism cannot be replicated by a contracting

institution as modelled here, because of the assumption that contracting is independent and

voluntary.

There is one sense in which allowing for money burning could be marginally useful.

Recall that in the SCO contracting institution there are rounds in which the feasible messages

for a pair of players depend on their past messages to each other. For instance, if a pair

made a conditional arrangement at some round r < 0, then they are restricted to silence in

rounds r + 1, . . . , 0. The reason for introducing this restriction was technical: It reduced

the number of information sets in the grand game, simplifying the process of constructing a

sequential equilibrium with the desired properties (which is complicated still). With money-

burning, we could assume that the message spaces in each round are history independent,

but obtain effectively the same restriction as before by having players burn money if players

send non-null messages when not allowed.
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