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Previous experiments using the minimum-effort coordination game reveal a striking
regularity—large groups never coordinate efficiently. Given the frequency with
which large real-world groups, such as firms, face similarly difficult coordination
problems, this poses an important question: Why do we observe large, successfully
coordinated groups in the real world when they are so difficult to create in the
laboratory? This paper presents one reason. The experiments show that, even
though efficient coordination does not occur in groups that start off large, efficiently
coordinated large groups can be “grown.” By starting with small groups that find
it easier to coordinate, we can add entrants—who are aware of the group’s
history—to create efficiently coordinated large groups. This represents the first
experimental demonstration of large groups tacitly coordinated at high levels of
efficiency. (JEL C72, C92, M53)

Coordination is an important problem for
economics and organization (Ronald H. Coase,
1937; James M. March and Herbert A. Simon,
1958; Thomas C. Schelling, 1960; Kenneth J.
Arrow, 1974; Russell W. Cooper, 1999). Tacit
coordination deals with situations in which eco-
nomic actors attempt to match the actions of
others without knowing what these others will
do and without an agreement about what to do.1

This paper addresses the difficulty of tacit
coordination in large groups. Considerable ex-
perimental evidence—mostly from a game
known as the minimum-effort (or “weak-link”)
coordination game—shows that group size has

a strong effect on the ability of groups to coor-
dinate (e.g., John B. Van Huyck et al., 1990;
Weber et al., 2001). Large groups of people
who cannot speak to one another almost never
coordinate successfully, and repetition alone
does not solve the problem.2

This observation is inconsistent, however,
with the real world, where we observe groups
much larger than those in experiments—such as
firms and communities—where coordination
plays a crucial role, but where these large
groups have managed to coordinate success-
fully. This observation of large, efficiently co-
ordinated groups outside the laboratory creates
a puzzle: If “large” laboratory groups cannot
coordinate efficiently, how do large communi-
ties and firms often do so?

This paper demonstrates that the ability of
large groups to coordinate successfully can be
critically affected by the group’s growth pro-
cess. As previous research shows, coordination
is easy in small groups. Therefore, members of
a small group, such as the founding members of
a firm, do not face substantial difficulty in co-
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1 Examples of coordination problems include buyers or
sellers searching for a market, workers with complementary
production tasks, or consumers purchasing products with
network externalities. In game-theoretic terms, coordination
problems arise when there are multiple equilibria, and play-
ers must tacitly resolve which one to play.

2 In fact, even with communication, large-group coordi-
nation is still difficult (see, for instance, Weber et al., 2001;
Ananish Chaudhuri et al., 2001). Gary Charness (2000)
shows that communication helps in small groups.
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ordinating activity efficiently. Once they have
done so, they can establish a set of self-
reinforcing rules or norms governing what ac-
tions are appropriate, and these allow the group
to continue to coordinate activity successfully.
As the group grows, entrants’ exposure to these
norms allows these entrants to be aware of the
appropriate behavior, and creates an expectation
for everyone in the group of what everyone else
(including the entrants) will do. Thus, by coor-
dinating efficiently as a small group, growing
slowly, and exposing entrants to the group’s
previous norms, a group can become large and
efficiently coordinated.

The rest of this paper demonstrates the influ-
ence of growth on tacit coordination using an
experiment involving the minimum-effort coor-
dination game. The experiment is motivated by
a simple model—discussed briefly later in this
paper—which shows why growth should work
when entrants are exposed to the group’s his-
tory. In the experiment, efficiently coordinated
large groups, which are impossible to obtain
when a group starts out at a large size, are
“grown” in the laboratory by starting with small
groups and adding a few entrants at a time who
are exposed to the group’s history. This paper
produces the only laboratory demonstration of
the regular occurrence of efficient tacit coordi-
nation among large groups. The experiment also
reveals, however, that the ability of entrants to
observe the group’s history is crucial—if they
are not aware of what incumbent members did
in the past, coordination failure results.

I. The Minimum-Effort Coordination Game

The minimum-effort, or weak-link, coordina-
tion game was first studied experimentally by

Van Huyck et al. (1990).3 In the game—which
is a seven-effort-level version of the stag hunt
game (see Crawford, 1995)—n players choose
from a set of integers that can be thought of as
orderable strategies such as effort or contribu-
tion levels. Every player’s payoff is a function
of her choice and the minimum choice of all n
players (thus the term “weak-link,” since every
player’s payoff is partially determined by the
lowest choice in the group). Table 1 presents the
payoff to each player as a function of her choice
and the minimum choice.4

When everyone makes the same choice and
therefore receives the same payoff (represented
by cells along the diagonal), the outcome is one
of the game’s seven pure-strategy Nash equilib-
ria. The equilibria differ because those corre-
sponding to higher choices also yield higher
payoffs. Therefore, “more efficient” coordina-
tion corresponds to all players making higher
choices in equilibrium and the Pareto-optimal (or
efficient) equilibrium results when all players se-
lect the highest choice, 7, and receive $0.90.

Since all symmetric outcomes, including the
efficient one, are equilibria, this game does not
have the incentive problem present in the pris-
oner’s dilemma. Nonetheless, the efficient equi-
librium may not be easy to achieve because
players are faced with strategic uncertainty. Ev-
eryone may recognize the efficient equilibrium,

3 See also Jack Hirshleifer (1983) for an early theoretical
discussion of the problem underlying the game.

4 The game in Table 1 is the same as Game A in Van
Huyck et al. (1990), except every payoff is lower by $0.40.
Of course, real payoffs also differ due to differences in
experimental location and time. However, experiments us-
ing the two sets of payoffs produce similar small versus
large group results.

TABLE 1—PAYOFFS (IN DOLLARS) FOR MINIMUM-EFFORT GAME

Minimum choice of all players

7 6 5 4 3 2 1
Player’s choice 7 0.90 0.70 0.50 0.30 0.10 �0.10 �0.30

6 0.80 0.60 0.40 0.20 0.00 �0.20
5 0.70 0.50 0.30 0.10 �0.10
4 0.60 0.40 0.20 0.00
3 0.50 0.30 0.10
2 0.40 0.20
1 0.30
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but may be unsure of what others will do.
Therefore, players may choose something other
than 7, particularly when they think it is likely
that someone else will choose something other
than 7. Simply being unsure about what others
will do may lead to choices other than 7.

Previous experiments with minimum-effort
coordination games established clear regulari-
ties. Tacit coordination on the efficient equilib-
rium is impossible for large groups. Of the
seven sessions initially conducted by Van
Huyck et al. (1990) with groups of size 14 to 16,
the minimum in all sessions after the third pe-
riod was the lowest possible choice. For small
groups (n � 2) playing in fixed pairs, coordi-
nation on the efficient equilibrium was much
easier—it was reached in 12 of 14 (86 percent)
of the groups (a result replicated by Colin F.
Camerer and Marc Knez, 2000). Table 2 sum-
marizes the distributions of fifth-period minima
in several different experiments, all using vari-
ants of the Van Huyck et al. game in which
players choose integers from 1 to 7, and choos-
ing 7 is efficient.

The effect of group size could hardly be
stronger. Subjects in a group size of 2 are al-
most assured to coordinate on the efficient equi-
librium, while subjects in larger groups (six or
more) are almost assured to converge to the
least efficient outcome in which at least one
player chooses 1. Thus, there is a strong nega-
tive relationship between a group’s size and the
ability of its members to coordinate efficiently.5

II. Growing Efficient Coordination

Given the link between coordination in min-
imum-effort games and coordination problems
faced by such real-world groups as firms (e.g.,
Camerer and Knez, 1997; Ashish Nanda, 1997;
Jody H. Gittell, 2001), the work above suggests
an impossibility to regularly obtaining efficient
coordination in large groups outside the labora-
tory. This is inconsistent, however, with the
observation that there exist efficiently coordi-
nated real-world groups. To see how we might
resolve this apparent inconsistency, we need to
begin by recognizing that few large groups start
off at a large size. Most groups, in fact, begin
small, when solving coordination problems is
easier according to the experimental literature
noted above. Once successfully coordinated,
then, these groups might be able to remain
coordinated as entrants are added—particularly
if the entrants are aware of the group’s previous
success.

Using a simple dynamic model based on Vin-
cent P. Crawford’s (1995) model of adaptive
dynamics in order-statistic coordination games
(which include minimum-effort games), Weber
(2005) shows how growth can produce large,
efficiently coordinated groups (see, also,
Weber, 2000). The model assumes that player
i’s discrete action in period t (xit) is determined
by a continuous latent strategy variable (ait) (for

5 Once these groups reached the inefficient outcome,
they were not able subsequently to increase the minimum.

This result has also been replicated using different versions
of the game (e.g., Weber et al., 2001). A few studies show
that changing incentives improves coordination for groups
of seven to eight players (Siegfried Berninghaus and Karl
Ehrhart, 1998; Gary Bornstein et al., 2002).

TABLE 2—DISTRIBUTIONS OF FIFTH-PERIOD GROUP MINIMA IN VARIOUS 7-ACTION MINIMUM-EFFORT STUDIES

(1 � inefficient; 7 � efficient)

Minimum choice in fifth period
Group
size

Number of
groups Source7 6 5 4 3 2 1

86% 3% 3% 3% 0% 0% 5% 2 37 VHBB, CK
18% 4% 0% 11% 15% 15% 37% 3 27 KC, CK
0% 0% 0% 0% 10% 10% 80% 6 10 KC
0% 0% 0% 0% 0% 0% 100% 8 5 CSS
0% 0% 0% 0% 0% 0% 100% 9 2 CC
0% 0% 0% 0% 0% 0% 100% 14–16 7 VHBB

Sources: Van Huyck et al., 1990 (VHBB); Camerer and Knez, 2000 (CK); Knez and Camerer, 1994 (KC); Gerard P. Cachon
and Camerer, 1996 (CC); Chaudhuri et al., 2001 (CSS).
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instance, by rounding the latent variable to the
nearest discrete action). Initial choices are de-
termined by a common belief and an idiosyn-
cratic stochastic term measuring strategic
uncertainty.6 When group size is fixed, subse-
quent choices are determined by a simple linear
adjustment from the player’s own previous
choice toward the previous minimum, as well as
by a mean zero error term representing strategic
uncertainty.7 The variance of the error term
decreases with experience, reflecting the reso-
lution of strategic uncertainty.8

To include the possibility of growing groups,
the model defines a “growth path” as a sequence
of weakly increasing sets of players. The set of
players in any period t includes three possible
kinds of players: incumbents (those who played
the game in period t � 1), informed entrants
(those who did not play the game in period t �
1, but observed the entire sequence of group
minima), and uninformed entrants (those who
did not play the game in period t � 1, and did
not observe any of the previous minima). The
composition of the group in any period is com-
mon knowledge.

Incumbent players’ dynamic adjustment oc-
curs in the same manner as in the model without
growth (as in footnote 7). Uninformed entrants’
choices are determined by a draw from the
initial distribution of choices (as in footnote 6).
Informed entrants also generate a draw from the
initial distribution, but then perform one itera-
tion of the dynamic adjustment process in the
direction of the minimum in the last period.9

One final, and important, difference between
the models without and with growth is that, in
the latter, the change in the variance of the error
term from period t � 1 to period t depends on
the composition of the group in period t. Spe-

cifically, if all of the players are aware of the
full history of minima (i.e., the group consists
only of incumbents and informed entrants), then
the variance decreases from the previous period
(as in footnote 8). If, however, there are any
uninformed entrants in period t, the variance of
the error term is higher than it was in period t �
1 for all players. This increase in variance cap-
tures the increased strategic uncertainty pro-
duced by the entry of players unaware of the
group’s history.

Weber (2005) shows the following result for
the model above: for any two groups such that
one group maintains a constant size and the
other group starts small and grows to that size
by adding only informed entrants, both choices
and minima in any period will be stochastically
higher in the grown group than in the group of
constant size.10,11 The intuition behind the re-
sult is simple. In the first period, the smaller
group obtains a (stochastically) higher mini-
mum. In subsequent periods, three conditions
ensure that the grown group maintains this ad-
vantage. First, the linear adjustment process
never moves downward “faster” for players in
the grown group than for players in the fixed-
size group. Second, as long as entrants are in-
formed, the variance on the term measuring
strategic uncertainty is never greater in the
grown group than in the fixed-size group. And,
third, the number of players is never greater in
the grown group than in the fixed-size group.
These last two conditions ensure that the sto-
chastic component of choice never decreases
the minimum in the grown group faster than in
the fixed-size group.12

Importantly, the result above does not hold if

6 Specifically, ai1 � �0 � �i1, where �0 represents a
common belief and �i1 is distributed normally with mean
zero and variance �1

2 � 0. Thus, players’ initial choices are
i.i.d. draws from a common distribution that is independent
of group size.

7 Player i’s latent strategy in period t is given by ait �
(1 � �)xit�1 � �yt�1 � �it, where yt�1 is the minimum in
period t � 1 and 0 � � � 1. The �it are distributed
normally, with mean zero and variance �t

2.
8 Specifically �t

2 � k�t�1
2 , where 0 � k � 1.

9 That is, an informed entrant’s choice is given by ait �
(1 � �)xi1 � �yt�1 � �it.

10 The term “stochastically higher” refers to an upward
shift in the probability distribution of the variable, in the
manner of first-order stochastic dominance (cf. Crawford,
1995).

11 Note that this does not imply “lock in” on equilibria
above the least efficient. However, all that is necessary to
allow such “lock in” is that the variance of the �it decrease
to zero (i.e., as when k � 0 in footnote 8).

12 A second result shows that, for any two groups that
both grow only by adding informed entrants, if one group
grows more slowly than the other (meaning that it starts off
smaller, is never larger, and never adds more people in a
period), the choices and minima will be stochastically
higher in the more slowly grown group.
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groups grow by adding uninformed entrants.
This is because the second condition above no
longer holds. The increase in strategic uncer-
tainty due to the introduction of uninformed
entrants in a period increases the variance of
choices and stochastically decreases the mini-
mum in that period, meaning that the group that
starts small (with a higher minimum) can lose
its advantage when uninformed entrants are
added.

The result above implies a clear prescription
for alleviating large-group coordination failure.
By starting at a small size and adding only
entrants who are aware of the group’s history,
one should be able to produce a group of any
finite size with higher minima, on average, than
groups that start off at the large size. The ability
of new entrants to observe the group’s history,
however, is critical, since it underlies the de-
crease in strategic uncertainty. This implies that
growth without such “exposure” of new en-
trants should not be successful in producing
large groups with higher minima. The experi-
ment in the next section directly tests the effec-
tiveness of growth with and without such
exposure.

III. Growing Efficient Coordination
in the Laboratory

This experiment tests the hypothesis that
growth, coupled with exposure of entrants to the
group’s history, produces groups with higher
minima than control groups that start off at a
large size. The experiment also tests the hypoth-
esis that growth without exposure of entrants to
the group’s history will not produce higher min-
ima. The results are clear: while none of the
control groups or “no-history” groups manages
to coordinate on a minimum above one, several
grown groups manage to coordinate at higher
levels of efficiency, including on the highest
possible minimum.

A. Experimental Design

This experiment explored whether a slow,
steady growth rate determined by the experi-
menter could create large groups coordinated
more efficiently than fixed-size large groups. In
each session of the experiment, a group of 12

students (at Stanford University, the University
of California at Santa Cruz, or Carnegie Mellon
University) were assembled in one room, as-
signed participant numbers from 1 through 12,
and presented the game in Table 1.13 Instruc-
tions were read aloud and, before starting the
game, participants answered several questions
to ensure their comprehension of the instruc-
tions and the game. At the end of the experi-
ment, subjects were anonymously paid their
earnings in cash.

There were three kinds of sessions. In control
sessions, no mention was made of growth and a
group of 12 subjects played the game for 12
periods. In two kinds of growth sessions, the
group of subjects playing the game grew in size
from 2 to 12.

Two growth treatments tested the effect of
entrants’ awareness of the group’s history. In
the history condition, entrants observed the
group’s history (the minima in all previous pe-
riods) and this was common knowledge. In the
no-history condition, entrants were not aware of
any of the previous minima.

Each of the growth sessions consisted of 22
periods. In the first several periods, only partic-
ipants 1 and 2 played the game, while the other
subjects sat quietly (history condition) or were
in another room (no-history condition). Partici-
pants were told that they would receive a fixed,
positive, “fair” amount for periods in which
they were not playing the game, but that the
exact amount would not be revealed until the
end of the experiment.14 In each period, partic-
ipating subjects recorded a number from 1 to 7
(indicating the contribution time for their sec-
tion of the report) on a piece of paper and

13 The game was framed in the context of a report
completion as in Weber et al. (2001). Subjects were also
given Table 1 with an explanation of the payoffs. Weber et
al. (2001) found no difference in behavior with and without
such context.

14 This was done because of the concern that announcing
the per-period amount might create a focal point that could
influence choices. Subjects were told that they were not
informed of the amount because “we do not want this to
influence your choices.” To ensure that they believed the
amount was fixed—and not dependent on what happened in
the experiment—the experimenter placed a large envelope
at the front of the room and told subjects that the amount
was written on a sheet inside the envelope. This sheet was
shown to subjects at the end of the experiment.
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handed it to the experimenter.15 The experi-
menter then calculated the minimum, wrote this
number on the board, asked subjects to calculate
their payoffs, and checked to make sure that
they had done so correctly.16 Before proceeding
to the next round, the experimenter erased out-
come information from the board.

At various preannounced and commonly
known periods, other participants joined the
group of those actively playing the game. For
example, in one of the sessions, a third partici-
pant (3) was added in period 7, joining the first
two participants (1 and 2), who continued to
participate. In the no-history condition, the en-
trant was brought in from the other room. Par-
ticipant numbers of those playing the game in a
period were written on the board at the begin-
ning of the period. In each session, a schedule of
such additions (a “growth path”) was handed to
all subjects at the beginning of the experiment.
Subjects all knew the predetermined growth
path. In all growth paths, 12 subjects were par-
ticipating by the last few periods.

B. Results: Control Sessions

Five control sessions (n � 60) were con-
ducted using undergraduates at Stanford Uni-
versity, California Institute of Technology, and
Carnegie Mellon University. The results are re-
ported in Figure 1, which presents the minimum
choice across all 12 periods for each session.17

In addition, the two thicker lines present the

15 To prevent players from knowing which others were
participating in the history condition, all players handed in
slips of paper (nonparticipants checked a box indicating
they were not playing). In the no-history condition, subjects
knew the participant number of subjects 3 to 12 since they
entered the room once they were added (though participants
already in the group were seated facing away from the door
so that they could not look at or make eye contact with the
entrant). The history and control sessions (with anonymity)
were designed and conducted before deciding to run the
no-history condition (where anonymity is difficult) at the
suggestion of two anonymous reviewers. It would have been
possible to maintain anonymity in the no-history sessions
by, for instance, using a code to report the group’s history or
reporting history via private messages, but both these pro-
cedures eliminate common knowledge of outcomes among
those in the group.

16 In all conditions, the action chosen by any participant
was anonymous—except for choices by participants 1 and 2
in the no-history condition, where a subject choosing a
higher number could infer both the identity and the choice
of the other subject. Since the results for two-person groups
are similar in both the history and no-history conditions, this
appears not to have influenced behavior.

17 The dataset is available at http://www.e-aer.org/data/
mar06_data_20020652.zip.

FIGURE 1. PERIOD MINIMA IN CONTROL SESSIONS
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average of the session minima and the average
choice across all sessions.

Overall, the results replicate previous find-
ings on large groups playing the minimum-
effort coordination game. The minimum fell to
1 in all five control groups. Both the average
choice and the average of the minima consis-
tently decreased and ended up at or near 1 by
the final periods.

C. Results: Growth Sessions

Twelve sessions with predetermined growth
paths (n � 144) were conducted at Stanford Uni-
versity (sessions 1 to 4), University of California,
Santa Cruz (sessions 5 to 7), and Carnegie Mellon
University (sessions 8 to 12). Of these, nine ses-
sions (1 to 9) were in the history condition, while
three (10 to 12) were in the no-history condition.

Figure 2 shows the three growth paths used in
the experiment. The growth paths were de-
signed first to allow the establishment of suc-
cessful coordination in a two-person group (by
allowing several periods before adding more
participants) and to then add players in a slow
and regular manner. Thus, with one exception
(the last two players added in growth path 3),
the growth paths add only one player at a time.

Figures 3A through 3C present the minimum
choices for sessions 1 through 9 (history) while

Figure 3D presents the minimum choices for
sessions 10 through 12 (no history). Each figure
also presents the corresponding growth path.
The marker-less solid line in each figure shows
the growth path (measured on the left vertical
axis), while each of the remaining lines presents
the minima in a particular session (measured on
the right vertical axis).

Table 3 presents summary statistics of the
minima in each session for varying ranges
of group size. The second through sixth col-
umns contain the average and median group
minima for the periods in which the group size
was within a particular range (for instance, the
second column corresponds to a group size of
2). The final column presents the minimum in the
first period in which that group reached a size
of 12.

An examination of behavior in individual
sessions reveals several behavioral regularities.
First, the small groups were able to coordinate
efficiently in both history and no-history ses-
sions. In all but one of the sessions, the group of
size 2 coordinated on a minimum of 7 for at
least two consecutive periods prior to growing.
The remaining group (session 7) coordinated on
a high level of efficiency (minimum � 6).

A second observation is that growth did not
always work, even with history. In three history
sessions (1, 3, and 6) the minimum by the first

FIGURE 2. PREDETERMINED GROWTH PATHS
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period in which the group played as a 12-person
group was 1. Therefore, growth did not always
produce efficiently coordinated groups, even
with growth paths designed to do so.

An equally strong regularity, however, is that
growth often produced large groups coordinated
at high levels of efficiency. In three sessions (4,

8, and 9), the minimum remained at 7 through-
out the growth process, and these groups ob-
tained a minimum of 7 in at least two periods at
a group size of 12 (recall that control 12-person
groups never manage to coordinate on a mini-
mum of 7 in any period). In another session (2),
the minimum remained at 5 throughout the

FIGURE 3A. GROWTH PATH 1 AND PERIOD MINIMA FOR SESSIONS 1 AND 2 (HISTORY)

FIGURE 3B. GROWTH PATH 2 AND PERIOD MINIMA FOR SESSIONS 3 AND 4 (HISTORY)
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growth process (falling only in the last peri-
od),18 while in another session (5) it did not fall

below 3 as the group grew. In five out of nine
sessions in the history condition, groups played

18 In several sessions (2, 4, 5, and 8) the minimum in one
of the final two periods fell to a lower value than that at
which the group was coordinated previously. This “end of
experiment effect” frequently occurs in these games and
results from a few subjects changing their choices in the
final periods (perhaps to do better that others, or perhaps

because they believe that others will do so). While this
phenomenon is interesting, this paper is not principally
concerned with what occurs in the final periods (after
growth is completed), but rather with coordination during
and immediately after growth.

FIGURE 3C. GROWTH PATH 3 AND PERIOD MINIMA FOR SESSIONS 5 THROUGH 9 (HISTORY)

FIGURE 3D. GROWTH PATH 3 AND PERIOD MINIMA FOR SESSIONS 10 THROUGH 12 (NO HISTORY)
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a minimum of three or higher for at least two
periods at a size of 12, and in three of those they
coordinated on the efficient equilibrium.

In addition, in all the sessions that ended up
at a minimum of 1, the minimum was higher at
least through a group size of 9. This higher level
of efficiency for groups of up to size 9 is sur-
prising in light of the fact that the minimum was
always 1 for the large groups (8 or larger) in
Table 2.19 Thus, there is clear support for the
hypothesis that starting with a two-person
group, which can reliably reach efficiency, and
then adding informed players at a slow rate
enables more efficient coordination than start-
ing with a large group.

An equally important result is that growth
does not work in the three no-history sessions
(10 to 12). In all of these sessions, the minimum
fell below 7 by the time the group reached a size
of 4 and the minimum equaled 1 by the time the
group reached a size of 8. Moreover, this failure

was never driven entirely by only one sub-
ject—in every session, at least 6 of the 10
entrants chose a number below 7 in their first
play.20

To test directly whether growth with history
results in higher minima, we need to compare
choices in the control and no-history sessions
with those in the history sessions. Table 4 com-
pares the distributions of subject choices in the
five control sessions, the three no-history ses-
sions, and the nine history sessions in the fourth
period in which participants played at a group
size of 12.21

19 While Table 2 reports the fifth-period minima, the
first-period minima in previous experiments were not as
high as in the sessions reported here, and there was never a
minimum of 7. Note that in the control sessions, the mini-
mum was never above 4.

20 Overall, there appears to be a relationship between
changes in group size and decreases in the minimum. Of the
34 total decreases, 24 (71 percent) coincided with an in-
crease in group size, 6 (18 percent) occurred after the group
reached a size of 12 (see footnote 18), 3 (9 percent) occurred
before the growth process began, and one (3 percent) oc-
curred during a “pause” in growth. These percentages do not
differ significantly between the history and no-history
sessions.

21 A reasonable comparison is to compare the control
groups in period t with the t-th period in which the grown
groups played as groups of size 12. The analysis here sets
t � 4, because this is the greatest value of t for which there
are data in all the growth sessions.

TABLE 3—AVERAGE MINIMA (MEDIANS) BY SESSION FOR RANGES OF GROUP SIZE

Growth path 1: Group size (number of periods at that size)
First n � 12

minimum2 (6) 3 (2) 4–6 (4) 7–11 (5) 12 (5)

Session 1 (h) 7.0 (7) 6.0 (6) 4.5 (4.5) 2.0 (2) 1.0 (1) 1
Session 2 (h) 6.3 (6.5) 5.5 (5.5) 5.3 (5) 5.0 (5) 4.2 (5) 5

Growth path 2: Group size (number of periods at that size)

2 (5) 3 (4) 4–6 (4) 7–11 (5) 12 (4)

Session 3 (h) 7.0 (7) 5.0 (5) 5.0 (5) 3.4 (5) 1.0 (1) 1
Session 4 (h) 7.0 (7) 7.0 (7) 7.0 (7) 7.0 (7) 5.5 (5.5) 7

Growth path 3: Group size (number of periods at that size)

2 (5) 3 (4) 4–6 (4) 7–10 (4) 12 (5)

Session 5 (h) 6.6 (7) 7.0 (7) 7.0 (7) 3.3 (3) 2.6 (3) 3
Session 6 (h) 7.0 (7) 7.0 (7) 7.0 (7) 3.5 (3.5) 1.0 (1) 1
Session 7 (h) 6.0 (6) 6.0 (6) 4.8 (6) 4.0 (4) 2.0 (1) 4
Session 8 (h) 7.0 (7) 7.0 (7) 7.0 (7) 7.0 (7) 5.8 (7) 7
Session 9 (h) 7.0 (7) 7.0 (7) 7.0 (7) 7.0 (7) 7.0 (7) 7

Session 10 (nh) 5.8 (6) 7.0 (7) 3.8 (4) 1.8 (1) 1.0 (1) 1
Session 11 (nh) 7.0 (7) 7.0 (7) 2.8 (2.5) 1.0 (1) 1.0 (1) 1
Session 12 (nh) 5.6 (6) 1.0 (1) 1.0 (1) 1.0 (1) 1.0 (1) 1
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The frequency of subjects choosing 1 was
high in all three conditions (13 of 60 in the
control; 35 of 36 in no history; 33 of 108 in
history), but was clearly highest in the no-
history condition. While the proportion was
higher for history sessions than for the control,
this is not surprising since in three of the nine
history sessions the minimum was 1 even before
the group reached a size of 12. In these groups
there were more previous periods for subjects’
choices to converge toward the inefficient equi-
librium than in the control.22

Just as interesting, however, is the difference
in the frequency with which subjects choose 7.
In the control and no-history sessions, only 3 of
60 (5 percent) and 0 of 36 (0 percent), respec-
tively, did so. However, 32 of 108 subjects (30
percent) in the history sessions chose 7. There-
fore, the number of subjects playing the strategy
corresponding to the efficient equilibrium was
much higher in the grown groups than in the
control sessions. The distributions of choices in
the history condition and the two other condi-
tions are significantly different in a one-tailed
Kolmogorov-Smirnov test (COH: D � 0.294,
p � 0.001; NHOH: D � 0.667, p � 0.001). A
comparison of the mean choice in the history
condition (3.89) with the mean choices in the

control (3.18) and no-history (1.02) conditions
using a one-tailed t-test (with unequal vari-
ances) also produces significant differences
(COH: t161.78 � 1.99, p � 0.02; NHOH:
t109.88 � 11.94, p � 0.001).23

The tests above rely on the assumption that
each choice is an independent observation,
which is doubtful since subjects in a session are
influenced by a shared history. Therefore, the
level of significance reported by the statistics is
exaggerated. One way to address this problem is
to treat each session as the independent unit of
analysis and examine only the minima. These
minima are reported in the final row of Table
4. Note that the fourth-period minimum in all
but one of the control sessions and no-history
sessions was 1. While the minimum in four of
the history sessions was also 1, the minimum
was greater than 1 in the remaining five ses-
sions. Moreover, the history sessions produced
minima of at least 5 three times, which never
occurred in the control sessions. A one-tailed
Mann-Whitney U test of the minima reveals
significant differences between control and his-
tory sessions (z � 1.33, p � 0.1) and no-history
and history sessions (z � 1.55, p � 0.07), and
no difference between the control and no-
history sessions (z � 0.78). While the p-values
in the tests above are not highly significant, this
test is extremely conservative since it treats
each group of 12 subjects as just one
observation.

IV. Conclusion

The experiment above shows that growth and
exposure of entrants to history can alleviate the
problem of large group coordination failure.
The history sessions regularly produce indepen-
dent 12-person groups coordinated at higher
minima than 1 (including minima of 7), a result
that has never been found in previous experi-

22 This aspect of the comparison works against the hy-
pothesis that growth works, since choices in unsuccessfully
grown groups are usually almost all 1, even prior to the first
period as a 12-person group.

23 The difference between the control and no-history
conditions is also significant in two-tailed versions of the
same tests (t61.09 � 10.28, p � 0.001; D: 0.756, p � 0.001).
This is largely due to the fact that by the fourth period at a
size of 12, groups in the no-history condition are almost
perfectly coordinated on the minimum choice of 1.

TABLE 4—DISTRIBUTIONS OF SUBJECT CHOICES IN FOURTH

PERIOD AS 12-PERSON GROUPS

Control

Growth
and

history

Growth
and no
history

Choice 7 3 (5%) 32 (30%) 0 (0%)
6 0 (0%) 3 (3%) 0 (0%)
5 6 (10%) 13 (12%) 0 (0%)
4 22 (37%) 8 (7%) 0 (0%)
3 7 (12%) 10 (9%) 0 (0%)
2 9 (15%) 9 (8%) 1 (3%)
1 13 (22%) 33 (31%) 35 (97%)

Total 60 108 36

Minima 1, 1, 1,
1, 4

1, 1, 1,
1, 3, 4,
5, 7, 7

1, 1, 1
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ments on minimum-effort coordination games.24

Growth, however, does not always work, and
even groups that were grown slowly with expo-
sure of entrants to history did not always remain
coordinated efficiently.

Further evidence of successful growth can be
seen in Weber (2005), which reports an exper-
iment in which a subject in the role of “man-
ager” decided how to grow the group in each
session. In all four sessions, managers initially
grew the group too quickly, resulting in a drop
in the minimum.25 However, two of the four
managers then started over and succeeded in
growing their groups more slowly, resulting in
groups of size 12 coordinated on high minima
(6 and 7). The results of these two sessions also
suggest that a better approach to growth than the
rigid growth paths used in this paper might be
one in which a manager waits until some set of
conditions is met before growing. The fact that
both of these sessions produced successful
growth points to the potential value of such
endogenous rules.

Another interesting result of the experiment
reported here was unintended but merits men-
tion. In one session (session 1) subjects ap-
peared to form norms about how to react, not
only to the previous minimum, but also to what
happened in previous experiences with growth.
In this session, the group appeared to develop a
precedent that “when the group grows, the min-
imum falls by 1.” In fact, in later periods several
group members anticipated this change in the
minimum and adjusted their behavior accord-
ingly.26 This result suggests that players may
form “higher-order” precedents based not just
on levels of previous play (e.g., “expect the

previous minimum to be the minimum again”),
but also on the relation between levels of pre-
vious play and group sizes or transitions. That
is, previous experience with growth may affect
how group members subsequently jointly react
to a similar event.

The main result in this paper—that slow
growth coupled with the exposure of entrants to
a group’s history might be one reason why we
observe large, successfully coordinated groups
in the real world—can be extended to provide
prescriptions for more efficient coordination in
groups and firms outside the laboratory. For
instance, the success of growth is linked to the
exposure of entrants to the group’s history,
which can be thought of as a form of the train-
ing or acculturation that new members of an
organization frequently undergo (see Noel
Tichy, 2001).

Of course, the results also reveal that even
slow growth and acculturation of new entrants
can fail. Moreover, the results in this paper do
not provide a prescription for how a group that
is already large and coordinated on an ineffi-
cient equilibrium might turn things around. No
doubt, in practice there are other ways to im-
prove coordination in large groups.27 Nonethe-
less, the results address the important question
of how groups can reach a large size while
remaining efficiently coordinated.
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