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We present a novel experiment demonstrating strategies selfish individuals utilize to
avoid social pressure to be altruistic. Subjects participate in a trust game, after which
they have an opportunity to state their beliefs about their opponent’s actions. Subse-
quently, subjects participate in a task designed to “reveal” their true beliefs. Subjects
who initially made selfish choices falsely state their beliefs about their opponent’s kind-
ness. Their “revealed” beliefs were significantly more accurate, which exposed subjects’
knowledge that their selfishness was unjustifiable by their opponent’s behavior. The ini-
tial false statements complied with social norms, suggesting subjects’ attempts to project
a more favorable social image. (JEL C9, D03, D83)

I. INTRODUCTION

An increasingly common focus in social
preference research is on the conditions which
decrease individuals’ willingness to act proso-
cially. Tension exists between the need for
individuals to cooperate in social situations
and their willingness to do so. In the past 10
years it has become increasingly clear that a
significant, if not dominant, reason that indi-
viduals behave generously toward others is to
maintain an image as a generous type of person
(Andreoni and Bernheim 2009; Ariely, Bracha,
and Meier 2009; Bénabou and Tirole 2006;
Harbaugh 1998), or similarly, to avoid the guilt
associated with not being generous (Battigalli
and Dufwenberg 2013). Since signaling one’s
altruism often involves pooling among a range
of both high and low altruism types, the cost
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of maintaining a good social or self-image can
become rather expensive, especially for the least
altruistic among those in the pool. Given this,
it is natural to expect that if people anticipate
a situation that may require a social signal of
generosity, some may take opportunities to
avoid having to provide such a signal, such as
sidestepping someone asking for a charitable
donation, especially when social image concerns
are heightened (Andreoni, Rao, and Trachtman
2017; Dana, Cain, and Dawes 2006; Dana,
Weber, and Kuang 2007; DellaVigna, List, and
Malmendier 2012). Another way to see this
phenomenon is that, if the person is unable to
avoid the situation, sending a costly signal is
better than sending no signal—a person will
give to a charity if asked. But if a potential donor
is given a choice, the person could prefer to not
enter a game that will require a social signal of
altruism—avoiding being asked in the first place
yields even higher utility.

In this paper, we explore a different avenue by
which people can avoid the expense of a social
signal and limit the damage to their self- or social
images. Rather than hiding from others by avoid-
ing a situation that may require them to act altru-
istically in order to send a signal, they instead
enter the situation, act selfishly, and subsequently
manipulate the perception of their selfish action
in order to signal their altruism. If one can send
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QSR: Quadratic Scoring Rule
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a signal about their altruism by manipulating the
perception of their selfishness then they are no
longer bound to use their action as a signal of
the altruism. In particular, suppose there is a pos-
sibility that the potential recipient of generosity
is, objectively, either deserving of help or not.
For example, donors can have different priors or
different information that causes them to have
different beliefs about the deservingness of char-
ity recipients. If one can also credibly convey
a belief that the potential recipient is undeserv-
ing, then this can weaken the signal conveyed
by not being generous. So, rather than physically
avoiding having to signal, the person can strategi-
cally avoid the need to signal by manipulating the
beliefs held by others (and perhaps themselves)
about the deservingness of the recipient.1

We explore this process of “perception manip-
ulation” in a laboratory experiment. The study
is designed to distinguish between the beliefs
expressed purely for image concerns (“stated
beliefs”) and those indirectly expressed for pure
monetary purposes (“revealed beliefs”). First,
subjects make decisions in a modified trust
game. Subsequently, we directly ask subjects to
state the beliefs they held when those decisions
were made. These “stated beliefs” are reported
after their choices have been made, so the only
reason to misrepresent them is to justify their
choices to themselves or others. Thus, “stated”
beliefs are the beliefs subjects express when
only their image is at stake, but not their payoff.
To determine whether and how the “stated”
beliefs may differ from subjects’ true underly-
ing beliefs, we later ask subjects to make bets
on possible game outcomes where their entire
payoff depends on those bets. Concealed in this
larger exercise is our ability to recover the beliefs
that would justify the set of bets they chose.
We term these “revealed beliefs.” Since, as we
anticipated, subjects did not recognize our inten-
tion to measure their beliefs from the “revealed
belief” stage of the experiments, we can inter-
pret these “revealed beliefs” as the true beliefs
of the subjects.2 The difference between their
“stated” and “revealed” beliefs is our measure of
belief manipulation.

1. Rabin (1993), Blount (1995), Fehr and Gächter (2000),
Charness and Rabin (2002), Falk and Fischbacher (2006),
and others have shown that people find it more acceptable to
withhold generosity from those perceived to be selfish.

2. Informal postexperiment debriefings indicated that
subjects were unaware that the revealed beliefs stage was in
fact measuring their beliefs. See Section VI for a further jus-
tification of this assumption.

Our findings support the notion that belief
manipulation is a significant and commonly
employed strategy to avoid unfavorable image
consequences of one’s selfish actions. In par-
ticular, comparing the “stated” and “revealed”
beliefs, we found that subjects who took more
selfish actions systematically manipulated their
“stated” beliefs to be more pessimistic about
the likelihood that their partner in the game was
altruistic and thus less deserving of kindness.
By contrast, subjects who took more unselfish
actions tended not to distort “stated” beliefs away
from “revealed” beliefs. The unselfish subjects
have no need to justify a selfish action and thus
do not need to misreport their stated beliefs.

An important related paper by Di Tella et al.
(2015) finds that players who acted selfishly
toward their opponent were more likely to report
that they believed that their opponent was selfish.
The authors interpret this as evidence that peo-
ple who wish to behave selfishly need to form
negative beliefs about their “victims” in order to
avoid aversive feelings of guilt associated with
taking advantage of those who have been kind to
them. Our study complements and improves upon
theirs in two important ways. First, by measur-
ing both revealed (true) beliefs and stated beliefs,
we can measure the degree to which beliefs are
being manipulated. Second, our study also opens
up the possibility that selfish individuals, in addi-
tion to self-manipulation, are manipulating the
beliefs of observers. In our study, it could be that
subjects who act selfishly are using their stated
beliefs as justification of their actions to them-
selves, and so have convinced themselves that
the probability of meeting a trustworthy oppo-
nent is actually as small as they have actually
stated. If self-signaling is a factor, as in Di Tella
et al. (2015), we would expect there to be no dif-
ference between stated and revealed beliefs. If
it is the case that selfish subjects need to “con-
vince” themselves of their partner’s selfishness
then we expect to find that these players, having
convinced themselves of their stated beliefs, will
express the same self-serving beliefs when their
payoff is at stake during the revealed beliefs elic-
itation. However, if social signaling is the dom-
inant factor then we expect to see a difference
between stated and revealed beliefs. In particu-
lar, we expect to find that selfish subjects pur-
posefully underestimate the degree of kindness
of their partner on their stated beliefs, but then
when their payoff is at stake they will express
their true “revealed” beliefs that their partner
is kind.
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We find that the selfish players have the largest
difference between their stated and revealed
beliefs, that this difference is self-serving in that
selfish players systematically underestimate the
degree of kindness of their partner, and that their
revealed beliefs are significantly more accurate
predictors of the actual behavior of their partners
than their stated beliefs. This suggests to us
that social rather than self-signaling is the main
reason for perception manipulation.

The paper proceeds as follows: Section II
provides background and motivation for the
main hypotheses; Section III describes the exper-
imental design; Section IV describes predictions;
Section V presents the results; Section VI
provides discussion; and Section VII concludes.

II. BACKGROUND AND MAIN HYPOTHESES

This study builds on growing literature on
image motivation, social norms, and strategic
avoidance of other-regarding behavior. Much
of the previous research relies on an implicit
assumption that individuals’ only recourse in the
face of the pressures associated with maintaining
a self- or social image is to take an altruistic
action or avoid the situation altogether. Three
points of interest have emerged from previous
studies that suggest alternative hypotheses.

First, individuals take into account how oth-
ers perceive them when deciding to act proso-
cially. Charness and Dufwenberg (2006) elicited
beliefs in one-shot public goods games and found
that when players believe they are expected to
be other regarding, they give according to what
they believe others expect of them. This suggests
that individuals can anticipate and are pressured
by others’ expectations of them. Another well-
known finding is that compliance with social
norms results in a positive social and self-image,
whereas violating social norms results in a nega-
tive social and self-image (Akerlof and Kranton
2000; Benabou and Tirole 2002). Additionally,
the consequences of violating group norms can
loom large for some. A damaged social image
may result in material punishment and in psycho-
logical costs to self-image.

Second, applying social pressure to comply
with social norms has observable effects on
behavior, but perhaps not an effect on the under-
lying preferences of an individual. Malmendier,
te Velde, and Weber (2014) show that external
motivators are a significant driver of sharing
behavior. DellaVigna, List, and Malmendier
(2012) find that the pressure that arises from

publicly violating social norms is a driving force
in a large number of charitable donations. Impor-
tantly, the authors also find that utility losses
are significant, as about half of the donors in
their study would have preferred to not donate,
or to donate less. As such, a growing literature
has documented that individuals actively seek
strategies that can help them avoid opportunities
to be other regarding. For example, a field exper-
iment by Andreoni, Rao, and Trachtman (2017)
finds that individuals physically avoid situations
where they will be asked to give to charity. Both
of these results confirm similar behaviors from
lab studies (Broberg, Ellingsen, and Johannesson
2007; Dana, Cain, and Dawes 2006; Lazear,
Malmendier, and Weber 2012).

The third pillar of evidence comes from
Andreoni and Bernheim (2009). They exper-
imentally manipulate the strength of a social
signal of selfish behavior by randomly forcing
some subjects to be perfectly selfish. They found
that as the probability of being forced to be selfish
went up, the incidence of voluntarily choosing
to be perfectly selfish went up as well. This is
direct evidence of a concern for social image
apart from self-image as the main motivator of
seemingly prosocial behavior.

In contrast to this, Rabin (1995) presented
a model of self-deception in which individuals
form self-serving beliefs that their own selfish
actions are justified or otherwise not harmful to
others. This self-deception then frees them to take
a selfish action. In a study closely related to ours,
Di Tella et al. (2015) find that people avoid altru-
istic actions by distorting beliefs about altruism.
The authors conducted a modified dictator game
where recipients had the opportunity to take a
side payment in exchange for reducing the overall
size of the pie. Dictators in this setting reported
that recipients were likely selfish and used this
self-serving belief to convince themselves to take
selfish action against the recipients.

Comparing the studies of Andreoni and Bern-
heim on social image, and Di Tella et al. on
self-image, it becomes immediately clear that
self- and social image are linked. Andreoni and
Bernheim’s subjects may have had self-image
concerns that then entered into their beliefs
about how deserving the recipients may have
been. Their experimental manipulations, how-
ever, work only on social image. Likewise, Di
Tella et al.’s subjects have, at the very least, the
experimenter as an audience and so subjects’
behavior could to some degree also be capturing
concerns for social image as well as self-image.
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The manipulation could, therefore, contain ele-
ments of both. To fully understand the degree to
which individuals are engaging in self- or social
image manipulation, one would need to observe
a measure of the manipulated belief about the
behavior (and so deservingness) of their partners,
their true belief, and then to compare these to the
actual behavior. This leads to our main testable
proposition of the paper:

A. Main Hypothesis

If manipulated beliefs (stated beliefs), true
beliefs (revealed beliefs), and actual behavior of
their partner are all in agreement, it suggests no
belief manipulation. If both manipulated (stated)
and true (revealed) beliefs are aligned, but both
deviate systematically from actual behavior of
their partner, it suggests self-image motivation
is dominating social image motivation, that is,
the subject both promotes and holds the same
incorrect beliefs. However, if the manipulated
beliefs (stated) differ systematically from the true
beliefs (revealed), and the true beliefs (revealed)
are most closely aligned with actual behavior of
their partner, it points to social image motivation
dominating self-image motivations. In particular,
the subject is promoting beliefs known to be
incorrect, but which, if believed by others, would
strengthen their own social image.

Next we present a laboratory experiment
designed to allow us to test this main hypothesis.

III. EXPERIMENTAL DESIGN

Each session consisted of three decision stages
followed by one final payoff stage. In Stage 1,
subjects play a modified Trust game with binary
choices. We employ the strategy method: subjects
were asked to make binding choices for different
scenarios, and were instructed they would be paid
based on one randomly chosen scenario at the
end of the session. All choices were made with
paper and pencil. In Stage 2, we collected nonin-
centivized stated beliefs. It is important that these
elicited beliefs are nonincentivized. First, while
there are no reasons to report honestly, there are
plenty of reasons to report inaccurately for those
who make selfish choices in Stage 1. If the failure
to incentivize reports here results in inaccuracy,
then one is hard-pressed to think of reasons other
than belief manipulations that should systemat-
ically bias reports in one particular direction.
In Stage 3, we collected incentivized revealed
beliefs in a moderately complex manner to be

explained. Players were paid in the last stage,
Stage 4. As we describe the details we will refer
to the diagram of the game in Figure 1. See
Appendix B for the subject forms.

A. Stage 1: Trust Game Choices

We use a variation of the trust game of Berg,
Dickhaut, and McCabe (1995) that restricts both
players to two strategies. This facilitates the
belief elicitation in Stage 3. In Stage 1 subjects
were randomly divided into pairs and then ran-
domly assigned to roles as Player 1 (P1) or Player
2 (P2). To begin, $10 was placed into Player 1’s
“account.” Player 1 then decided either to send
the whole $10 to Player 2 or to send $2 to Player
2 and keep $8 for themselves. Whichever amount
that Player 1 chose to send to Player 2 was tripled
by the experimenter. Player 2 decided how much
of the tripled transfer they received, x, to return to
Player 1. Player 2 decided between (1) whether
to return x/2 to Player 1 and keep x/2, or (2)
return x/6 to Player 1 and keep 5x/6. Further, with
probability 1− p Player 1’s choice determined the
amount transferred to Player 2 (either $10 or $2)
and with probability p nature intervened and the
Experimenter forced Player 1 to send the whole
$10 to Player 2. We examine choices for six dif-
ferent values of p, p ε (0, .05, .20, .40, .60, and
1), with each player making choices on six cor-
responding “decision sheets.” While the parame-
ter p is common knowledge, there is no way that
Player 2 could know or observe whether nature
intervened. We elicited choices for all six values
of p. Player 1 subjects made a total of six choices:
one choice on each of six sheets by marking
whether they would choose to send $10 or $2 to
Player 2 for each sheet (even the treatment where
p= 1). By comparison, Player 2 subjects made 12
choices total: a conditional choice for the possi-
bility that $10 was sent, and, a conditional choice
for the possibility that $2 was sent for each value
of p. When all decisions were completed by all
subjects their decisions sheets were collected.

B. Stage 2: Stated Beliefs

While subjects knew at the beginning of the
experiment that there would be three stages of the
game, subjects did not know the exact nature of
each stage until the beginning of each stage itself
when directions for that particular stage only
were given. Thus, all players made their decisions
in Stage 1 before instructions were given for the
remaining two stages of the game.
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FIGURE 1
Timeline of Experiment

Notes: All decisions/choices are made simultaneously without knowledge of what the other player has chosen. Only after
receiving payment in Stage 4 can players infer their opponents’ moves.

In Stage 2 subjects were told, “We would
like to know what you think the other player
sent you.” Each subject wrote their predictions
of what the other player sent them on their own
form called the Prediction Sheet, by writing in
a percentage probability. It was made clear to
subjects that there was no penalty or reward for
accuracy and that their accuracy (or lack thereof)
would not affect their final payoff.

In Stage 2, Prediction Sheets (Stated belief
elicitation) were completed by both Player 1 and
Player 2 subjects as follows.

Player 1 subjects were asked to predict the
chances that Player 2 would return different
amounts of money under different scenarios. It
was publicly stated that if $10 was sent to Player
2, Player 2 could choose to send back either $15
or $5 to Player 1. If $2 was sent to Player 2 then
Player 2 could return either $3 or $1 to Player
1. It was publicly known that Player 2 would be
making a conditional choice for each possibility
and that in each condition there existed a chance
that nature could “override” Player 1’s choice
and force Player 1 to send the entire $10 to Player

2. Therefore, there were two attributions Player 2
could have made about who was responsible for
sending the $10: either Player 1 was themselves
responsible for sending the $10, or Player 1 was
forced by the experimenter to send the $10. This
stage was designed to test whether individuals
operate on the assumption that their intentions
will be taken into account when being judged by
others. Therefore, Player 1 was asked to predict
the chances that Player 2 sent back $15 or $5
for each of two possibilities: first, if Player 2
believed Player 1 was responsible for sending
the $10 and second, if Player 2 believed that the
experimenter was responsible for sending the $10
(i.e., Player 1 was forced by the experimenter).
Player 1 was then asked to predict the chances
that Player 2 sent $3 or $1 back to Player 1 under
the $2 possibility. Player 1 made predictions
for all six values of p. Again, it was made clear
to subjects that there was no penalty or reward
given for accuracy and that their statements
would have no effect on their final payoff.

Player 2 subjects were simultaneously asked
to predict the chances that Player 1 would send
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them either $10 or $2. Player 2 knew that there
were two separate ways to receive $10: either
when Player 1 decided to send the $10, or when
the experimenter forced Player 1 to send the
$10. We specifically addressed this issue in our
instructions to Player 2. We made it clear to
Player 2 that they should only predict the prob-
ability that Player 1 themselves chose to send the
$10 on Player 1’s decision sheet, regardless of
whether the experimenter later intervened. Thus,
we instructed Player 2 to predict whether Player
1 marked $10 on Player 1’s decision sheet (and
not the probability that Player 2 would receive
$10 from the experimenter). Player 2 made pre-
dictions for all six values of p.

C. Stage 3: Revealed Belief Elicitation

In Stage 3, we measured first-order beliefs
about the action each player believed their oppo-
nent had taken. We used a modified multiple
price list style approach to measure Player 1
and Player 2’s preference between two pay-
ment options.3 Subjects were informed that they
would be making a series of decisions on “how
they would like to be paid.” On their “Payment
Option Form,” subjects chose between two pay-
ment options. Option 1 was termed the “Out-
come of the Game.” If players chose Option 1,
they were paid based on the outcome of the trust
game they played with their opponent. Subjects
knew that the payment they would receive under
this option depended in part on what amount
the other player chose to send them, either $x/6
(the “low” amount) or $5x/6 (the “high” amount).
By contrast, the second option, Option 2, did
not depend on what the other player had sent
them. Option 2 was purely an outside gamble
with a q chance of receiving $x/6 (the “low”
amount) and a 1− q chance of receiving $5x/6
(the “high” amount). Option 2 varied in incre-
mental steps of 5%, which ranged from a 0%
chance of $x/6 and a 100% chance of $5x/6,
to a 100% chance of $x/6 and a 0% chance of
$5x/6. Both options gave each player a chance
of winning the same two amounts: either $x/6
(the “low” amount) or $5x/6 (the “high” amount).
The sole difference between the two options
was that the probability of receiving the high
amount under Option 1 depended on the other
player’s action whereas under Option 2 the pay-
ment depended solely upon the chances sub-
jects saw listed under Option 2. Therefore, the

3. Similar approaches can be found in Schlag, Tremewan,
and Van der Weele (2015) and Schotter and Trevino (2014).

row at which a subject decides to switch from
Option 2 (outside gamble) to Option 1 (Out-
come of the Game) reveals the range of values
of their belief about what the other player has
chosen to send them. Subjects then filled out
one payment option form for each of their six
decision sheets.4 Since the first row under Option
2 gives the player a 100% chance of receiving
the high amount, subjects who understand the
game structure should initially prefer Option 2,
if they believe that there is less than a 100%
chance they will receive the high amount under
Option 1.5

It is common practice in experimental eco-
nomics to elicit incentivized beliefs with a proper
scoring rule, that is, one that is incentivized for
truth telling. A popular technique is to use a
quadratic scoring rule (QSR).6 When subjects
have private incentives to mislead us (or them-
selves) on their true beliefs, the QSR or any
other devise that asks directly for beliefs can be
expected to elicit biased reports from subjects,
even if it is a proper scoring rule. We instead must
derive true beliefs by masking them in another
task which, without the subject’s awareness, will
indirectly reveal beliefs. Our revealed beliefs

4. Previous price list style experiments have documented
that a portion of subjects tend to switch multiple times
between the two options presented (Holt and Laury 2002;
Jacobson and Petrie 2009; Meier and Sprenger 2010). It is
generally accepted that since multiple switch points can indi-
cate subject confusion and are difficult to rationalize, a fram-
ing device may be necessary to avoid subject confusion and
clarify the decision process (Andreoni and Sprenger 2012).
We used animated instructions in order to illustrate the direc-
tions for the subjects. Out of 82 subjects, two subjects had
multiple switch points on one or more of their payment option
forms and one subject who switched “backwards” (starting
with Option 1 and later switching to Option 2).

5. Under Option 2, the probability of receiving the high
amount declines with each descending row, while the prob-
ability of receiving the low amount increases with each
descending row. At the row where a subject believes that they
would have a higher probability of receiving the high amount
from the other player than the probability they see under
Option 2, the subject has the incentive to switch to Option 1.
Thus, the row where each subject switches allows us to infer
their belief about the chances of the other player sending the
high amount. In addition, we verbally instructed subjects that
“Most people begin by preferring Option 2 and then switch
to Option 1. Thus one way to view this task is to determine
the best row to stop checking the box under Option 2 and start
checking the box for Option 1.”

6. Although the actual rule is often too difficult for sub-
jects to be able to derive that truth telling is optimal, when
simply instructed that truth telling is the optimal choice, it
seems that subjects tend to trust the experimenter. Also see
Andreoni and Mylovanov (2012) for a simpler and more direct
implementation of a QSR in which subjects are incentivized
by giving them the first derivative of the QSR and paying them
the integral (sum of) bets up to the optimal odds.
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task just described does exactly that. Being paid
according to the outcome of the game is a risky
gamble, and our instructions in Stage 3 of the
study encourage subjects to view it in this way,
focusing solely on expected payoffs from Stage
1 as compared to an abstract gamble in Stage
3. Given that they do not see the link to true
beliefs, our technique for eliciting beliefs will be
a proper scoring rule.7 If by chance they do see
the connection to revealed beliefs, their reports
will be biased toward their stated beliefs, which
will undermine our hypothesis. Informal post-
experimental debriefings confirmed that subjects
did not see through our guise. As we will report,
we feel confident in our ability to separate and
truthfully identify true (revealed) beliefs from
stated beliefs.8

After collecting the Stage 3 decision forms,
each subject was given a six-sided die. All of the
Player 1s rolled dice to determine whether Player
1’s decision would be implemented or overrid-
den. In order to maintain anonymity as to which
subjects were Player 1 and Player 2, all sub-
jects rolled a die and recorded the number. The
experimenter then rolled a die to determine which
number on the die face would trigger a “forced
choice” by the experimenter. Subjects’ payments
were put in a sealed envelope and handed to sub-
jects as they left the experiment.

IV. PREDICTIONS

Following previous literature examining
prosocial avoidance and excuses in second
movers, we focus our analysis mainly on Player
2 behavior.9 We propose that socially strategic
selfish individuals deem that their selfish action
will be evaluated in a more forgiving light if they
are perceived as reacting to a belief that their
opponent was selfish first, rather than if they
are perceived as believing their opponent acted
kindly toward them.10 Since selfish individuals
can no longer use their actions to signal their

7. We are confident that the framing of the stated belief
task made salient that we were inquiring about their own
beliefs. In contrast, the framing of the revealed beliefs task
(“payment option form”) made sure that the aspect most
salient for subjects was that their final payment for the entire
experiment was “on the line.”

8. In addition, our method is superior to the QSR since it
is valid beyond the case of risk neutrality.

9. See Malmendier, te Velde, and Weber 2014 for a nice
summary of internal and external motivations for reciprocity
and techniques subjects employ to avoid prosocial behavior.

10. We classify individuals based on their actions taken in
the experiment rather than defining types independently. It is

type to the experimenter, they must rely on the
only means left available to maintain their social
image: others’ perceptions of their beliefs. Con-
sequently, selfish individuals wishing to maintain
their social image will indicate a stated belief
that there is a low probability their opponent
voluntarily sent the high amount and a high
probability that their opponent sent them the low
amount. This serves as an excuse for a selfish
individual’s behavior. However, we predict that
not all of these individuals truly believe that
their opponents were selfish. When it comes to
receiving their final payoff, we posit that selfish
individuals will be willing to risk their entire
payment for the experiment on their true belief
that their opponent was kind to them by sending
the high amount. Thus, this would reveal that
they believe they have a better chance of receiv-
ing the highest payoff from their opponent rather
than from the outside gamble.11 The intention
to deceive others and manipulate perceptions
requires strategic sophistication (Lisofsky et al.
2014). Not only must subjects understand the
complexities of the underlying game structure,
but also have the ability to anticipate others’
beliefs and expectations about their behavior.
Our experimental design has a built-in measure
that allows us to identify subjects who understand
the underlying game structure and are thus more
strategically minded decision makers. We refer
to these subjects as sophisticated.12 We predict
that if subjects have the higher-order reasoning
skills necessary to execute the optimal choices
in the revealed belief elicitation stage, then they
will also be the subjects who possess the skills

plausible that in real-world settings individuals may perform
a combination of selfish acts and altruistic acts. It is only when
they perform a selfish act that they would need to cover their
action. We leave it to future studies to formalize our work.

11. Recall that the payment received under Option 1 is
dependent on the action of their opponent. Therefore, the
sooner a subject “switches” to Option 1 the higher is their
belief about their opponent sending them the high amount.

12. Our definition of “sophisticated” differs from that tra-
ditionally used in multiple price list settings. Recall that on the
Stage 3 “revealed” belief elicitation form, players are faced
with two payment options: Option 1, receiving a payment
from the outcome of the game played with their opponent; and
Option 2, receiving a payment from an outside gamble. Recall
also that for the last decision sheet and corresponding pay-
ment option form the chance that the experimenter will force
Player 1 to send the whole $10 to Player 2 is 100%. Therefore,
Player 2 will receive $15 (the highest amount) with 100%
probability. Thus, it is in a player’s best interest to switch to
Option 1 (payment from the outcome of the game) immedi-
ately since there is a 100% chance they will receive $15 from
the game, while there is less than a 100% chance they will
receive $15 from the outside gamble.
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FIGURE 2
Fraction of Player 2s Returning an Equal Split

necessary to manipulate perceptions of their
selfish actions. Examining the behavior of these
sophisticated subjects is also necessary to rule
out confusion or misunderstanding of the game
structure as an explanation of any differences
seen between stated and revealed beliefs.

V. MAIN FINDINGS

Eighty-two undergraduate subjects partici-
pated in this study, which was conducted at the
University of California San Diego, in the Eco-
nomics Laboratory. Each session lasted about
90 minutes and average earnings were $19 (s.d.
$8.16, maximum $32, minimum $10), including
a $7 participation fee.

A. Trust Game Choices

Result 1a—Selfish Behavior. As we expected
the chance that Player 1 is forced by the Exper-
imenter to send $10 increases, the fraction
of Player 2s returning $15 (an equal split)
declines steadily.

The first column of Table 1 reports the esti-
mates of a random-effects probit model of the
probability of Player 2 returning $15 in the case
where $10 is sent by Player 1. The second column
reports the probability of Player 2 returning $3 in

TABLE 1
Probability of Player 2 Choosing Equal Split,
Conditional on Probability of Player 1 Being

Forced Random Effects Probit: Marginal Effects

Probability of
Player 1 Being
Forced
to Send $10

(1) If $10 Sent
to Player 2:
Probability
of Player 2

Returning $15

(2) If $2 Sent
to Player 2:

Probability of
Player 2

Returning $3

Constant (p≥0) −0.948** −3.109***

(0.417) (0.855)
p≥.05 −0.137 0.000

(0.393) (0.751)
p≥.20 −0.717* −0.210

(0.422) (0.817)
p≥.40 −1.105** 0.332

(0.454) (0.708)
p≥.60 −1.246*** 0.665

(0.453) (0.674)
p=1 −0.903** 1.341**

(0.428) (0.660)
Observations 246 246

Note: Standard errors in parentheses.
***Significance at α< .01; **significance at α< .05;

*significance at α< .10.

the case where $2 is sent to them. The explanatory
variables include indicators for p≥ .05, p≥ .20,
p≥ .40, p≥ .60, and p= 1 (with p= 0 omitted).
In all cases, we report marginal effects at mean
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FIGURE 3
Fraction of Player 1s Who Sent $10 Voluntarily

values. As we are most interested in Player 2’s
reaction to knowledge that Player 1 could have
been forced to send $10, we focus on the results in
the first column. The coefficients in the first col-
umn imply that there is a statistically significant
decrease in the probability of Player 2 returning
$15 when p rises from .05 to .20, from .20 to .40,
from .40 to .60, and from p= .60 to 1.

We now briefly turn to Player 1 choice behav-
ior. Figure 3 shows the fraction of Player 1s who
voluntarily chose to send $10 to Player 2. When
the probability of being forced to send the whole
$10 to Player 2 is zero, around 30% of Player
1s voluntarily choose to send $10. This frac-
tion gradually increases as the probability that
they will be forced to do so increases. Table 2
shows the results from a random effects pro-
bit regression. The specification describes the
probability of Player 1 voluntarily selecting $10.
The explanatory variables include indicators for
p≥ .05, p≥ .20, p≥ .40, p≥ .60, and p= 1 (with
p= 0 omitted). The coefficients imply that the
only statistically significant increase in the prob-
ability of voluntarily choosing to send $10 occurs
when p rises from .60 to 1 (α< .10, one tailed
t test).

TABLE 2
Probability of Player 1 Voluntarily Sending $10

Random Effects Probit Model

Probability of
Player 1 Being
Forced to Send
$10

Probability of
Player 1 Voluntarily

Choosing to
Send $10

p≥0 −0.368
(0.273)

p≥.05 −0.020
(0.324)

p≥.20 −0.113
(0.327)

p≥.40 −0.244
(0.322)

p≥.60 −0.154
(0.322)

p=1 0.538*

(0.311)
Mean 0.167
Observations 246

Note: Standard errors in parentheses.
*Significance at α< .10.

As can be seen in Figure 2, approximately
30% of Player 2s return $15 to Player 1 when
(as was publicly stated) there is zero chance that
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FIGURE 4
Player 2 Comparison of Stated vs. Revealed Beliefs

Player 1 was forced to send $10. In this case
(p= 0), Player 2s know with certainty that if they
receive $10 that it was Player 1 who decided
to send the $10 and it was of their own voli-
tion. Therefore, responsibility for sending the $10
to Player 2s is unambiguous. However, as the
chance that Player 1 will be forced to send $10
increases, the fraction of Player 2s reciprocating
by returning an equal split of $15 declines. There
is a small increase in the number of Player 2s
returning $15 on the last decision sheet, where
the probability of Player 1 being forced to send
$10 reaches 100%.

B. Examining Beliefs

Figure 4 shows Player 2s’ stated beliefs,
revealed beliefs as well as the actual frequency
of Player 1 sending $10 to Player 2 (recall that
this is the probability of Player 1 voluntarily
choosing $10 and not the probability that Player
2 will receive $10). What is apparent from
cursory examination is that there is a constant
difference of approximately 20 percentage points
between what Player 2s state they believe and
what Player 2s are revealed to believe. This
difference is statistically significant for all six
values of p.

TABLE 3
Number of Player 2 Types

Unsophisticated Sophisticated Total

Cooperative 10 (24%) 8 (20%) 18 (44%)
Selfish 8 (20%) 15 (36%) 23 (56%)
Total 18 (44%) 23 (56%) 41 (100%)

We begin our exploration of the cause of the
difference between stated and revealed beliefs
by comparing the stated and revealed beliefs for
Selfish and Cooperative Player 2s. We code a
Player 2 as being “selfish” if they chose to send
$5 (the lower amount) to Player 1 for every
value of p. Otherwise, the subject was coded
as “cooperative.” Table 3 shows a breakdown
of players by type. Looking at Figure 5, it is
apparent that both cooperative and selfish Player
2s have a difference between their stated and
revealed beliefs. However, the cumulative differ-
ence between stated and revealed beliefs is sta-
tistically significantly larger for selfish Player 2s
(Mann–Whitney z= 3.089, α< .00). As a fur-
ther test, we compare Player 2s who have large
differences between their revealed and stated
beliefs with Player 2s who have little or no
difference between what they say they believe
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FIGURE 5
Comparison of Player 2 Stated vs. Revealed Beliefs by Player Type

and what they are revealed to believe. Those
Player 2s who are “large deviators” are signif-
icantly more selfish than those Player 2s with
small or no deviations (t= 4.06, α< .00 two-
tailed t test, Mann–Whitney z= 3.42, α< .00).
That is, there appears to be a positive correlation
between behaving generously and truthfully stat-
ing beliefs. There are three possible explanations
for the difference in stated and revealed beliefs.
One, that selfish Player 2s were motivated to take
the selfish action because they were more pes-
simistic in their beliefs about Player 1’s action
than were cooperative Player 2s. Two, the differ-
ence is driven by confusion about the game struc-
ture. Or three, the difference is driven by subjects
who are attempting to excuse selfish behavior
by manipulating perceptions about their selfish
action. In order to validate our hypothesis, we
must be able to distinguish between subjects who
are truthful, subjects who are confused, and sub-
jects who are intentionally misstating beliefs in
order to manipulate perceptions. To distinguish
between these possible explanations, we further
explore subject behavior based upon their level
of strategic sophistication.

We code a Player 2 as being “Sophisticated” if
on the payment option form where p= 1, the sub-
ject switched from preferring the outside gamble

(Option 2) to preferring the outcome of the game
(Option 1) in Row 1 or Row 2. Subjects switch-
ing in Row 1 or Row 2 of the Payment Option
form would have to have reasoned that on the last
decision sheet, they were guaranteed to receive
$10 as the probability of Player 1 being forced
to send $10 was 100% on this sheet. Thus, we
assume that subjects who are capable of picking
up on this fact understand the game structure bet-
ter than those who do not.

Result 1b—Perception Manipulation. Sophisti-
cated-selfish Player 2s are revealed to believe
that there is a much higher chance that Player 1
voluntarily sent $10 than they state they believe.
Furthermore, the sophisticated-selfish Player 2s
are capable of accurately predicting the actual
frequency that Player 1 voluntarily chose $10,
but when asked, Player 2s state a much lower
probability than was true.

Figure 6 shows the stated beliefs, revealed
beliefs, and actual frequency of Player 1 voluntar-
ily choosing to send $10 for each type of Player
2 (unsophisticated-cooperative, unsophisticated-
selfish, sophisticated-cooperative, and sophisti-
cated-selfish). Comparing the actual frequency
line with the revealed belief line, one can see
that sophisticated-selfish Player 2s are fully
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FIGURE 6
Comparison of Player 2 Stated vs. Revealed Beliefs by Player Type

capable of predicting Player 1s’ actions. In fact,
there is no statistically significant difference
between the actual frequency and the revealed
belief for p= 0, p= .05, p= .20, and p= .40.
There is a significant difference for the last two
values of p, p= .60, and p= 1. There is a substan-
tial increase in the revealed beliefs for the last
two values of p which causes the difference. The
sophisticated-selfish subjects do not best respond
to their own stated beliefs, but rather best respond
to their revealed beliefs. We can rule out confu-
sion for these subjects as they are strategically
sophisticated. We can also rule out pessimism
about their opponent, since sophisticated-selfish
subjects stake their entire payoff of the game
on the chance that their opponent was kind to
them—an action they would not take if they truly
were pessimistic about the chance their oppo-
nent would send them the high amount. This
indicates that the sophisticated-selfish subjects
intentionally lie about their beliefs when asked,
but do not believe their own lies when it comes
to the choices they make in the experiment.
Unsophisticated-selfish subjects exhibit no sta-
tistically significant differences between stated
and revealed beliefs, stated beliefs and actual
frequency, and occasional significant differences

between revealed beliefs and actual frequency.
This indicates that unsophisticated-selfish sub-
jects are both honest and realistic in that they
truthfully state their beliefs and best respond to
these beliefs. While the unsophisticated-selfish
have a motive to lie, they seem to either lack the
strategic sophistication to carry out the deception
or the awareness that such a manipulation is
helpful to their social image.

By contrast, sophisticated-cooperative sub-
jects, who have no incentive to hide their
cooperative action, exhibit only occasional and
small differences between stated and revealed,
revealed and actual frequency, and stated and
actual frequency. On average, sophisticated-
cooperative subjects best respond to their stated
beliefs, but sometimes fail to best respond to their
stated beliefs in favor of being optimistic. Again,
we can rule out confusion for these subjects
as they have shown their strategic sophistica-
tion. Unsophisticated-cooperative subjects also
exhibit a statistically significant difference in
stated and revealed beliefs for p= 0, p= .05,
p= .20, p= .40, p= .60, and p= 1, which is
puzzling since these subjects lack a motive to lie
about their beliefs since they were cooperative.
However, there is no statistically significant
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FIGURE 7
Player 1 Beliefs about Player 2’s Actions

difference between unsophisticated-cooperative
subjects’ stated beliefs and the actual frequency.
The unsophisticated-cooperative subjects appear
to fail to best respond to their stated beliefs
in a way that is overly optimistic. That is, the
unsophisticated-cooperative subjects truthfully
and accurately state their beliefs when asked,
but somehow misunderstood the structure of the
revealed belief elicitation. Now to shed further
light on whether Player 2s attempt to deceive
others, we contrast Player 2 belief data with
Player 1 beliefs.

Result 2—Sophisticated Deception. Player 2s
are able to accurately anticipate Player 1’s
expectations of Player 2 behavior which coin-
cide directly with standard social norms of
reciprocity. Player 1s both state and reveal
that they believe that if Player 2 believes that
Player 1 is responsible for voluntarily sending
the $10, then Player 2 will reciprocate this
kindness by returning $15. Overall, Player 1s
expect that if Player 2 believes that Player
1 is undeserving (i.e., sent the low amount)
then Player 2 will respond by returning the
low amount.

Looking at Figure 7, it can be seen that Player
1s state that they believe that if Player 2 believes

Player 1 is responsible for sending the $10 then
Player 2 will positively reciprocate.13

The pooled group of Player 1s state that they
believe that P( $15 | P1 $10)>P ($15 | Exp $10)
(pooled: t= 5.79, α< .00, selfish: t= 4.90,
α< .00, cooperative: t= 3.57, α< .00 two tailed
t tests). Now comparing revealed beliefs with
stated beliefs, one can see that not only are Player
1s truthful, but are operating on the assumption
that Player 2 will positively reciprocate if Player
1 is perceived as responsible for voluntarily
sending $10. There is no statistically significant
difference between the revealed beliefs and the
stated belief of P( $15 | P1 $10) for the pooled
group of Player 1s. This indicates that Player 1s
expect that Player 2 will behave reciprocally, as
is the social norm. See Appendixes A and C for
additional results.

VI. DISCUSSION OF PERCEPTION MANIPULATION

The discrepancy between the beliefs that
selfish-sophisticated players express on their

13. We examine Player 1 behavior in more detail in
Appendix C by breaking Pl subjects into two groups, coop-
erative and selfish Player 1s. Player 1s who chose to send $10
to Player 2 at least three times are coded as “cooperative,”
otherwise they are coded as “selfish.”
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stated beliefs and their revealed beliefs raises
several questions. First, which belief represents
players’ “true” beliefs? If selfish-sophisticated
players’ true beliefs are as they originally stated
on their stated beliefs task, then these players
are not best responding to these beliefs on their
subsequent revealed beliefs task. If they truly
believed that chances of Player 1 sending the
high amount ($10) were as low as they orig-
inally stated on their stated beliefs, then this
should have been reflected by their choices on
the payment option form in the revealed beliefs
task. Instead, their choices on their payment
option form indicate that their true underlying
belief is that there was in fact a higher chance
that Player 1 had sent Player 2 the high amount
($10). Recall that these sophisticated players are
the players who were able to correctly calculate
and assess that they were better off switching
early from Option 2 to Option 1 on Decision
Sheet 6, where the chance they would receive
the high amount ($10) was 100%. Given that
the sophisticated players demonstrated the best
strategy in this instance, it is unlikely that they
were confused about how to respond on the
other parts of the same revealed beliefs task.
A further verification of their skill manifests
itself in sophisticated-selfish players’ ability to
accurately predict the actual frequency of their
opponents’ kindness. By contrast, those players
who were selfish, but were unsophisticated,
showed more consistency between their stated
beliefs and their revealed beliefs. Lack of concern
over social image may be one possible expla-
nation for the difference in behavior between
the sophisticated and unsophisticated-selfish
players. It could also be the case that unsophis-
ticated players do not have enough knowledge
to care about how others perceive them, or that
they do care about how others perceive them
but simply lack the skill to manipulate others’
perceptions. The second question that arises is
if sophisticated-selfish subjects’ revealed beliefs
are in fact more representative of their “true”
beliefs, then what motivates them to lie on their
stated beliefs task? Our explanation for this
behavior is that they intentionally misstate their
beliefs on the stated beliefs elicitation form in
an effort to manipulate how others perceive their
selfish actions. Sophisticated-selfish players
originally stated that they believed their part-
ner was selfish. To see why this qualifies as
perception manipulation let us revisit Player 1
beliefs. Recall that on Figure 6 it was shown
that Player 1s stated that they believed that

there was a higher chance of positive reciprocity
from Player 2 if Player 2 believed that Player 1
was personally responsible for sending the high
amount. In other words, Player 1 expects that the
social norm of reciprocity will be followed by
Player 2. Note that the beliefs stated by selfish-
sophisticated Player 2s on their stated beliefs
form coincide directly with their opponents’
(Player 1s’) expectations. By stating that they
believed they faced a selfish opponent, selfish-
sophisticated Player 2s are projecting an image
that precisely matches group expectations of
their behavior. The fact that selfish-sophisticated
Player 2s are so well able to anticipate their
opponents’ expectations exposes both their keen
awareness of and desire to appear to be in com-
pliance with group norms. This statement also
provides Player 2 with a ready-made excuse
should anyone later inquire about their selfish
decision.14

A third question that arises is whether stated
beliefs differ from revealed beliefs because
subjects are forced to “think carefully” about
their beliefs in the incentivized revealed belief
elicitation. While it is certainly plausible that
subjects’ beliefs may change over time and
with more careful consideration, we only see a
large significant difference between stated and
revealed beliefs for one group of subjects—the
sophisticated-selfish players. If careful consid-
eration were a factor in driving the difference
between stated and revealed beliefs, we would
expect to see this change across all player types,
rather than only in a subgroup of selfish players.
Further, if “thinking carefully” could explain
the difference we would expect players to both
underestimate as well as overestimate their
opponents’ selfishness. The predominant pattern
among the sophisticated selfish is the socially
convenient overestimation of their opponents’
selfishness.

If one were to look solely at selfish-
sophisticated players’ actions on their decision
sheets or at their stated beliefs alone, it might
appear that selfish-sophisticated players had
preferences for reciprocity and that it was these
preferences that motivated their decision-making
process. However, their revealed beliefs paint
a different picture entirely. Their revealed
beliefs show that these individuals did in truth
believe that their partner was kind. In fact, the

14. Concerns for social image maintenance may arise out
of a desire to avoid social retaliation or revenge (see Andreoni
and Gee 2012 for a review).
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sophisticated-selfish players were willing to
stake their entire payoff on their belief that their
partner was kind. This reveals that individuals
are willing to violate the social norms without
punishment if they can successfully manage
their social image. Thus, behavior previously
viewed as supporting hypotheses of reciprocity
or guilt-aversion is now shown in a different
light. This is not to say that prosocial behavior
in the form of pure or impure altruism does not
exist. What our results do imply is that if individ-
uals wish to be selfish, attempts to nudge them to
cooperate through appeals to reciprocity or guilt
may not alter their choice behavior or change
their desire to act selfishly. In the face of social
pressure to comply with norms, sophisticated
selfish individuals may not cooperate but merely
take alternative measures to fool others into
believing that they are complying with social
norms. A fourth and unanswered question is
whether the lies of sophisticated-selfish sub-
jects are believed by observers. This remains an
open question that deserves more study and is
not directly addressed within our paper. Future
studies should explore the effects of direct social
pressure as well as the effects cognitive ability
have on manipulation perception.

VII. CONCLUSION

We explore whether the ability to manipulate
perceptions of others’ deservingness will elim-
inate the need to behave altruistically. In order
to examine how social pressures affect individu-
als’ decisions to act prosocially, we implement a
technique testing whether selfish individuals will
lie about the beliefs they held about their oppo-
nent when carrying out this selfish action. Specif-
ically, selfish players originally state that they
believed their partner would act selfishly toward
them. We then administer a second belief elici-
tation task meant to verify the beliefs stated in
the first beliefs task. We find that in the sub-
sequent revealed beliefs elicitation task, selfish
players stake their entire payoff on a completely
opposite belief than the one they originally stated:
that their opponent was in fact cooperative. In
order to rule out confusion, we measure the
“sophistication” of each subject. Evidence indi-
cates that individuals who are both sophisticated
and selfish are the most frequent users of the
perception manipulation mechanism. While pre-
vious studies of reciprocity concluded that play-
ers’ beliefs about their opponents’ intentions
revealed that their subjects had a preference for

reciprocity, our results contradict this finding.
Our results suggest that individuals have a pref-
erence for being perceived as being cooperative
instead of actually behaving cooperatively. Thus,
if one wishes to take a selfish or uncooperative
action they can do so without fear of retalia-
tion or punishment so long as they concoct a
socially acceptable story justifying their selfish
behavior. Given that beliefs seem to be playing
a larger role in theory and are being increas-
ingly relied upon as an explanation for behavior,
it seems prudent to examine whether expressed
beliefs are influenced by social demand to be
“socially acceptable.”

Our results have important methodological
and policy implications. Methodologically, it
may be necessary for researchers to exercise
caution when designing mechanisms if reveal-
ing their true beliefs could potentially interfere
with subjects’ social image. It is clear from our
experiment that even though traditional social
pressure measures were not explicitly enacted
in the laboratory, subjects bring their habits
from their interactions in everyday life into
the laboratory.

Previous studies have proposed social pressure
or appeals to individuals’ emotions as solutions
to social dilemmas where tension exists between
the group’s interests and individual self-interest.
However, our results indicate that these aversive
incentives may not cause a change underlying
selfish desires, but rather instigate a cover-up
of the selfish behavior, thereby potentially cre-
ating more problems. Social norm compliance
may not be enough to encourage prosocial behav-
ior if individuals can appear to comply with the
norm without actually behaving in a prosocial
manner. We emphasize a need for further study
on how to address underlying desires to behave
selfishly. Since individuals can easily generate
excuses to relieve themselves from social obli-
gations to cooperate, this supports evidence that
prosocial behavior can best be motivated by pref-
erences for altruism and/or warm-glow. Further,
people who truly want to behave selfishly will do
so. Mechanisms designed to apply social pres-
sure or guilt may do nothing to transform selfish
behavior to cooperative behavior. Instead, selfish
individuals may end up lying in order to maintain
the appearance that they are cooperating with
socially accepted group norms. One might be able
to nudge an individual into cooperating once in
the short term, but as soon as they are able to find
a justifying excuse the nudged desired behavior
may not be sustained in the long term.
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APPENDIX A

TABLE A1
Player 1 Beliefs

(1) (2) (3) (4) (5) (6)
P1s Who Chose
$10: Revealed

Belief

P1s Who Chose
$2: Revealed

Belief

All P1s:
Revealed

Belief

All P1s:
Revealed

Belief

All P1s:
Revealed

Belief

All P1s:
Revealed

Belief

Stated belief about
P($15/Exp Sent $10) 0.175*** 0.141 0.110 0.112 0.138

(0.064) (0.137) (0.117) (0.114) (0.090)
Stated belief about

P ($15 / P1 Sent $10) 0.330*** −0.170 0.125** 0.102* 0.419**

(0.075) (0.108) (0.062) (0.060) (0.210)
Stated belief about

P($3/P1 Sent $2) −0.143** −0.695***

(0.063) (0.232)
Stated belief about

P($5/Exp Sent $10) −0.064 0.043
(0.112) (0.066)

Stated belief about
P($5/P1 Sent $10) −0.160*** 0.302

(0.059) (0.209)
Stated belief about

P($1/P1 Sent $2) 0.074 −0.557***

(0.072) (0.207)
Constant 31.173*** 38.362*** 35.268*** 38.227*** 51.057*** 59.068***

(5.389) (2.244) (3.689) (3.753) (11.221) (6.567)
Observations 97 135 232 232 232 232
Clusters 33 36 39 39 39 19
R-squared 0.278 0.061 0.187 0.060 0.098 0.051

Note: Robust standard errors in parentheses.
***Significance at α < .001; **significance at α < .05; *significance at α < .10.

TABLE A2
Player 2 Revealed vs. Stated Beliefs for Each Value of P= p0 Player 1 Forced to Send $10

p= 0 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish

Revealed belief 58.5 42.8125 54.688 31.167
Stated belief 38.5 30.625 30 16.333
Difference 20* 12.1875 24.688* 14.834**

p= 0.05 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish

Revealed belief 60 43.125 53.75 36.833
Stated belief 40.5 30 32.125 14.6
Difference 19.5** 13.125 21.625* 22.233***

p= .20 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish

Revealed belief 59.25 44.375 46.25 40
Stated belief 36.8 30 37.125 17.333
Difference 22.45*** 14.375 9.125 22.667***

p= .40 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish

Revealed belief 56.5 41.875 46.875 48.214
Stated belief 39.5 35.625 36.625 20
Difference 17*** 6.25 10.25 28.214***

p= .60 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish

Revealed belief 65.75 43.75 48.75 59.833
Stated belief 40.5 38.75 39.375 19
Difference 25.25*** 5 9.375 40.833***

p= 1 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish

Revealed belief 62 51.25 98.438 99.107
Stated belief 58 42.5 93 56.733
Difference 4 8.75 5.438* 42.374***

***Significance at α< .01; **significance at α< .05; *significance at α< .10.
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TABLE A3
Player 2 Revealed vs. True Prob Player 1 Voluntarily Chooses $10 for Each Value of P= p0 Player 1 Forced to Send $10

p= 0 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish

Revealed belief 58.5 42.8125 54.688 31.167
True prob Player 1 chooses $10 39 39 39 39
Difference 19.5*** 3.8125 15.688* −7.833

p= .05 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish

Revealed belief 60 43.125 53.75 36.833
True prob Player 1 chooses $10 39 39 39 39
Difference 21*** 4.125 14.75* −2.167

p= .20 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish

Revealed belief 59.25 44.375 46.25 40
True prob Player 1 chooses $10 36 36 36 36
Difference 23.25*** 8.375 10.25* 4

p= .40 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish

Revealed belief 56.5 41.875 46.875 48.214
True prob Player 1 chooses $10 46 46 46 46
Difference 10.5*** −4.125 0.875 2.214

p= .60 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish

Revealed belief 65.75 43.75 48.75 59.833
True prob Player 1 chooses $10 43 43 43 43
Difference 22.75*** 0.75 5.75 16.833***

p= 1 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish

Revealed belief 62 51.25 98.438 99.107
True prob Player 1 chooses $10 56 56 56 56
Difference 6* −4.75 42.438*** 43.107***

***Significance at α< .01; **significance at α< .05; *Significance at α< .10.

TABLE A4
Player 2 Stated Belief vs. True Probability Player 1 Voluntarily Chooses $10 for Each Value of P= p0 Player 1 Forced to Send

$10

p = 0 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish

Stated belief 38.5 30.625 30 16.333
True prob Player 1 chooses $10 39 39 39 39
Difference −0.5 −8.375 −9 −22.667***

p = .05 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish

Stated belief 40.5 30 32.125 14.6
True prob Player 1 chooses $10 39 39 39 39
Difference 1.5 9 −6.875 −24.4***

p = .20 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish

Stated belief 36.8 30 37.125 17.333
True prob Player 1 chooses $10 39 39 39 39
Difference −2.2 −9 −1.875 −21.667***

p = .40 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish

Stated belief 39.5 35.625 36.625 20
True prob Player 1 chooses $10 39 39 39 39
Difference 0.5 −3.375 −2.375 −19***

p = .60 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish

Stated belief 40.5 38.75 39.375 19
True prob Player 1 chooses $10 39 39 39 39
Difference 1.5 −0.25 0.375* −20***

p = .60 Unsophisticated Nice Unsophisticated Selfish Sophisticated Nice Sophisticated Selfish
Stated belief 58 42.5 93 56.733
True prob Player 1 chooses $10 39 39 39 39
Difference 19 3.5 54*** 17.733

***Significance at α < .01; **significance at α < .51; *significance at α < .10.
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TABLE A5
Player 1 Stated Belief about P($15 | Player 1 $10) vs. Revealed Belief

Player 1s
Who Chose $2

Player 1s
Who Chose $10

p= 0
Stated belief P ($15 | Player 1 $10) 33.5 65
Revealed 37.28 72.857
Difference −3.78 −7.857

p= .05
Stated belief P ($15 | Player 1 $10) 37.8 63.214
Revealed 37.6 72.857
Difference 0.2 −9.643*

p= .20
Stated belief P ($15 | Player 1 $10) 39.3 58.214
Revealed 36.24 58.929
Difference 3.06 −0.715

p= .40
Stated belief P ($15 | Player 1 $10) 32.5 55.833
Revealed 33.33 53.333
Difference −0.83 2.5

p= .60
Stated belief P ($15 | Player 1 $10) 35.227 47.2
Revealed 35.863 41.412
Difference −0.636 5.788

p= 1
Stated belief P ($15 | Player 1 $10) 35.8 42.738
Revealed 25.94 31.429
Difference 9.86 11.309*

***Significance at α< .01; **significance at α< .05; *significance at α< .10.

TABLE A6
Player 1 Stated Belief about P($15 | Player 1 $10) vs. P($15 | Exp $10)

Player 1s
Who Chose $2

Player 1s
Who Chose $10

p= 0
Stated belief P ($15 | Player 1 $10) 37.28 72.857
Stated belief P ($15 | Exp $10) 25.84 36.538
Difference 11.44* 36.319***

p= .05
Stated belief P ($15 | Player 1 $10) 37.64 72.857
Stated belief P ($15 | Exp $10) 30.24 28.571
Difference 7.4 44.286***

p= .20
Stated belief P ($15 | Player 1 $10) 36.24 58.929
Stated belief P ($15 | Exp $10) 25.24 31.429
Difference 11** 27.5***

p= .40
Stated belief P ($15 | Player 1 $10) 33.333 53.333
Stated belief P ($15 | Exp $10) 24.524 39.167
Difference 8.809* 14.166**

p= .60
Stated belief P ($15 | Player 1 $10) 35.863 41.412
Stated belief P ($15 | Exp $10) 23.818 35.294
Difference 12.045** 6.118

p= 1
Stated belief P ($15 | Player 1 $10) 25.941 31.429
Stated belief P ($15 | Exp $10) 21.389 25.714
Difference 4.552 5.715

***Significance at α< .01; **significance at α< .05; *significance at α< .10.
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TABLE A7
Player 1 Stated Belief about P ($15 | Player 1 $10) vs. Actual Frequency of Player 2 Returning $15

Player 1s
Who Chose $2

Player 1s
Who Chose $10

p= 0
Actual frequency of Player 2 returning $15 32 32
Stated belief P ($15 | Exp $10) 25.84 36.538
Difference 6.16* −4.538

p= .05
Actual frequency of Player 2 returning $15 29 29
Stated belief P ($15 | Exp $10) 30.24 28.571
Difference −1.24 0.429

p= .20
Actual frequency of Player 2 returning $15 20 20
Stated belief P ($15 | Exp $10) 25.24 31.429
Difference −5.24* −11.429**

p= .40
Actual frequency of Player 2 returning $15 15 15
Stated belief P ($15 | Exp $10) 24.524 39.167
Difference −9.524*** −24.167***

p= .60
Actual frequency of Player 2 returning $15 12 12
Stated belief P ($15 | Exp $10) 23.818 35.294
Difference −11.818*** −23.294***

p= 1
Actual frequency of Player 2 returning $15 17 17
Stated belief P ($15 | Exp $10) 21.389 25.714
Difference −4.389 −8.714*

***Significance at α< .01; **significance at α< .05; *significance at α< .10.

APPENDIX B: SUBJECT FORMS

Stage 1: Decision Sheets
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Stage 2: Stated Beliefs (“Prediction Sheet”)

Stage 3: Revealed Beliefs (“Payment Option Form”)
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APPENDIX C: PLAYER 1 BELIEFS

FIGURE C1

Accuracy of Player 1 Stated vs. Revealed Beliefs

Here, we break down Player 1s into selfish and coopera-
tive types based upon their choices in the trust game.

Selfish Player 1s understate their beliefs about
P( $15 | P1 $10).

The distribution of Player 1s who had the largest differ-
ence between their revealed and stated beliefs are significantly
more selfish than those Player 1s who had little or no dif-
ference between their revealed and stated beliefs (t= 1.96,
α< .025 two tailed t test). Looking at Figure C1, one can see
that Player 1s do not exhibit the same degree of deviation from
their stated beliefs as exhibited by Player 2s. Also evident
from Figure C1 is that “cooperative” player 1s believe there
is a higher chance of receiving the high amount back from
Player 2 than do the selfish Player 1s. Also, selfish Player 1s
were better at predicting the actual frequency that Player 2
would return an equal split than are cooperative Player 1s.
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