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1 Deterministic trend and stochastic components

Let fg be a random process that takes only strictly positive values. De…ne the

deterministic trend component f g as the unconditional mean of ln for each :

 = E ln

and de…ne the stochastic component f g as the deviation of ln from its unconditional

mean for each :

 = ln ¡ E ln

This decomposes the process flng as

ln =  + 

 

Note that f g is a zero-mean process that captures the stochastic behavior of ln.

The stochastic component approximates the percentage deviations of  from the deter-

ministic trend   = exp( ). To see this, consider the …rst-order Taylor expansion of ln

around  = ln

 :

ln ' 

 +

1

 
( ¡ 


 )

which implies

 = ln ¡ 

 '

 ¡ 



 


This is a good approximation for aggregate output series, given that values of  are small

empirically.
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2 Cyclical and permanent stochastic components

Business cycles are often analyzed by …rst …tting the logarithm of GDP to a determin-

istic trend, and then treating the residuals as the stationary stochastic component. Nelson

and Plosser (Journal of Monetary Economics, 1982) showed that estimated stochastic com-

ponents might be nonstationary in practice. This means deviations from the deterministic

trend have permanent e¤ects on the level of GDP.

As an example, suppose f g is given by

 = 

¡1 +  (1)

where 0   · 1 and fg is a white noise process. In this case, the e¤ect of an innovation

1 on 

 is

 = 
¡11

If   1, then (1) is a stationary (1) process. Since lim!0 
¡11 = 0, it follows that 1

has no long-run e¤ect on ln, and thus it makes sense to view  as measuring a temporary

departure from the trend. On the other hand, if  = 1, then  = 1 for all  ¸ 1, and

it follows that 1 has a permanent e¤ect on ln. In this case,  re‡ects the stochastic

behavior of the trend itself, rather than temporary departures from the trend.

This issue can be handled by decomposing  into separate stationary and nonstationary

components:

 =  + 

 

Here fg is a zero-mean stationary series, called the cyclical or transitory or trend-reverting

component, whereas f g is a zero-mean nonstationary series, called the permanent or

random walk component, or the stochastic trend. f g is further assumed to be di¤erence

stationary, meaning that the series of …rst di¤erences f¢ g is stationary. Using the Wold

Decomposition Theorem, we can represent these components as (1) processes:

 =
X1

=0



¡  ¢ =

X1

=0



¡
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where fg and fg are square summable sequences such that 0 = 

0 = 1, and f


g and

f g are white noise processes. The e¤ect of an innovation to the cyclical component is given

by  = 

¡1


1, which has a temporary e¤ect since lim!1 


¡1 = 0. For an innovation to

the permanent component, we have

 =
X

=1
¡1


1

and the e¤ect is permanent as long as

X1

=0
 6= 0

which is true when f g is nonstationary.

3 Incorporating trends into the RBC model

The RBCmodel can incorporate deterministic and stochastic trends via labor-augmenting

technological progress. For example, Christiano and Eichenbaum (American Economic Re-

view, 1992) consider the following speci…cation:

max
fg

0
X1

=0
 (ln + (1¡ )) 

s.t.  + (1¡ )¡1 =  + +

 = 

¡1 ()

1¡ 

fg and fg are exogenous random processes given by

 = ¡1
+  (2)




= 1¡
µ
¡1
¡1

¶
 

where fg is a zero-mean stationary process, fg is a white noise process, and 0    1. In

this model, the trend is driven by technology , while government spending  introduces

temporary departures from the trend.Detrended output is de…ned as

 =


 (3)
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Let ̂ denote the log deviation of  from its nonstochastic steady state value . Taking logs

of (2) and (3) and rearranging gives

ln = ln  + ln = ̂ + ln  + ln

= ̂ + ln  + ln0 + +
X

=1


The deterministic trend and stochastic components are given by

 = E ln = ln  + ln0 + 

 = ln ¡ E ln = ̂ +
X

=1


The cyclical and permanent components may be de…ned as

 = ̂

 =
X

=1
 

Note that f̂g is a stationary process, as a consequence of restrictions imposed by the

rational expectations equilibrium, while f g is clearly di¤erence stationary.

4 Decomposition via long-run conditional forecasts

Beveridge and Nelson (Journal of Monetary Economics, 1981) de…ne the permanent

component as the long-run conditional forecast of the stochastic component:

 = lim
!1

E

+ (4)

(4) is called the Beveridge-Nelson trend. It captures the idea that the stochastic trend is

the amount by which ln is expected to depart permanently from the deterministic trend.

The implied cyclical component is

 =  ¡ lim
!1

E

+
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Thus,  measures the amount by which  is expected to decline over the long run.

The cyclical component may also be expressed in terms of the forecasted long-run rela-

tionship to the deterministic trend. We can write

¡ = lim
!1

E
¡
ln+ ¡

¡
ln +

¡
+ ¡ 




¢¢¢


Thus, ¡ shows the amount by which the conditional forecast departs from the deterministic

trend over the in…nite horizon. For example, suppose the deterministic trend is log-linear:

 = 0 + 

Then the negative of the cyclical component is

¡ = lim
!1

E (+ ¡ (ln + )) 

Empirical estimates of the Beveridge-Nelson trend can be obtained by constructing long-

horizon forecasts from an estimated forecasting model; see, e.g., Rotemberg and Woodford

(American Economic Review, 1996).

In the RBC model of the preceding section, de…ning the permanent component to be

the Beveridge-Nelson trend gives

 = lim
!1

E(

+)

=
X

=1
 + lim

!1
E
X

=1
+ 

and the implied cyclical component is

 =  ¡ 

 = ̂ ¡ lim

!1
E
X

=1
+ 
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