We see many examples in the world around us in which individuals observe the same information but draw opposite conclusions, and in which additional information only results in increased polarity. This is true even among educated experts, such as on a divided supreme court, or academics locked in ideological struggles. We observe diverging opinions about sundry issues, such as gun control, social welfare benefits, affirmative action, the war in Iraq, and the death penalty. Differences of opinions can be a cause of speculative trade in financial markets, inefficient delays in bargaining, and political polarization.

How can two people see the same information and draw opposite conclusions? How can additional public information persistently draw two people into a stronger disagreement? And why can disagreement persist after it becomes commonly known and individuals could learn from opinions of others? If the individuals share common prior beliefs and are Bayesian, their posterior beliefs after additional information should converge (Blackwell and Dubins 1962). If, in addition, there is common knowledge of rationality, any remaining disagreement should disappear after individuals are allowed to share their beliefs (Aumann 1976; Geanakoplos and Polemarchakis 1982).
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People often see the same evidence but draw opposite conclusions, becoming polarized over time. More surprisingly, disagreements persist even when they are commonly known. We derive a model and present an experiment showing that opinions can diverge when one-dimensional opinions are formed from two-dimensional information. When subjects are given sufficient information to reach agreement, however, disagreement persists. Subjects discount information when it is filtered through the actions of others, but not when it is presented directly, indicating that common knowledge of disagreement may be the result of excessive skepticism about the decision-making skills of others. (JEL C92, D82, D83)
In this paper, we explore these questions in a controlled experimental environment, and demonstrate the possibility of disagreement—and its persistence—despite the fact that subjects are provided sufficient information for disagreement to vanish. In the data, persistence of disagreement can be explained by a bias that causes individuals to underestimate the precision of others’ information relative to that of their own. We quantify the degree of this bias in our experiment.

We show theoretically, and demonstrate experimentally, that when the dimensionality of information exceeds the dimensionality that describes the true state of nature, it is trivial to generate examples where opinions can differ and diverge. We explore the case in which the state of nature is one-dimensional, while the uncertainty about the state of nature is two-dimensional. In the experimental group, individuals observe a private signal about one dimension followed by a sequence of public signals about the other dimension. Both dimensions are important for identification of the state of nature and different private signals can induce diverging posterior beliefs: public information resolves uncertainty on one dimension and exaggerates the impact of private signals about the other dimension on the posterior beliefs.

In the control group, the private information on one dimension is followed by the sequence of public signals providing information about both dimensions. In this environment, common public information eventually overwhelms any difference in beliefs due to differential private signals and disagreement in beliefs disappears.

Consider the following illustration. A large country is considering whether to intervene in an uprising against a dictator in a distant small country. What is public opinion on the matter: should the big country aid the rebels or stay out? Over the years, the public has paid differential attention to news about the dictator. Sometimes the dictator has not been friendly to the big country, but at times he seems more moderate than others in the region. Forming an opinion on this policy decision requires two pieces of information: how friendly is the dictator to the big country, and will the rebels be more friendly or even worse than the dictator? Whether one evaluates public information about the rebels as being better or worse than the dictator will depend on the private view one has gained over the years about the disposition of the dictator. As everyone forms more confident beliefs about the attitudes of the rebels—and even agreeing on what those attitudes are—it may not lead to agreement on the policy. One group with a dim view of the dictator may simply becoming more certain that the rebels are better than the dictator (thus favoring intervention) while a group with a more optimistic view of the dictator may be more certain that rebels are clearly worse (thus opposing intervention). As long as the debate focuses on the new information, the public can come more and more into disagreement on the policy, even while they come into greater agreement about the meaning of the new information. Unless everyone can also reach agreement about their privately held beliefs about the dictator, agreement on the policy can become impossible, and may become persistent.

While this example is simple, it is meant to highlight what we believe to be the most interesting and vexing aspect of disagreement. In particular, while the emergence of differences of opinion is important to understand, the persistence of diverging opinions once disagreement is commonly known is perhaps an even deeper puzzle.

How do we address the question of the persistence of differing views in the presence of common awareness of disagreement? In the final round in each session of
our experiment, we provide subjects with information about the actions of others in all of the previous rounds. If the subjects believe the reasoning of others is similar to their own—that is, if there is common knowledge of rationality—this information is sufficient to infer their private information and should eliminate disagreement. Surprisingly, we find that, despite giving subjects the common information they need to reach full agreement, a sizable minority of our subjects maintain their opposing views.

Why do people remain in disagreement? Agreement requires two ingredients. One is sufficient rationality, meaning individuals must react to their own information so that their choices reveal what they know. Second, agreement requires a common (or at least sufficient) knowledge of this rationality. We find evidence that both of these may be missing. First, we look at choices in round 1, when individuals should still maintain common priors, being indifferent about the true state. Nonetheless, we see that about 20 percent of the sample erroneously disagrees and favors one point of view. Moreover, while other errors tend to diminish as the experiment progresses, the fraction making this type of error is nearly constant. One may interpret disagreement in this case as evidence of erroneous or nonrational choices. Next, we look at the final round where information about disagreement is made public and, under common knowledge of rationality, should be sufficient to eliminate disagreement. Here we find that individuals weigh their own information more than twice that of the five others in their group. When we look separately at those who err by disagreeing in round 1, we find that these people weigh their own information more than 10 times that of others, putting virtually no stock in public information. This indicates a different type of error, that is, a failure of some individuals to learn from each other. This error is quite large and for a nontrivial minority of the population. Setting aside the subjects who make systematic errors, we find that individuals still put 50 percent more weight on their own information than they do information revealed through the actions of others, although this difference is not statistically significant.

In our experiment, subjects are instilled with a common objective prior. Furthermore, there is no interdependence among subjects’ actions—each subject faces an individual decision problem.

It is important to note that inducing common priors about the fundamentals has two methodological advantages in our context. First, it makes it easier to control subjects’ information in the laboratory: in the experiment, we simply show the subjects the urns, representing possible states, from which signals are drawn and then measure their beliefs to validate our controls. The alternative of non-common priors would require either deception or selection of subjects based on the beliefs acquired outside the lab. Second, the common prior assumption allows for a clear test of the common knowledge of rationality among subjects. Without this assumption, we would not be able to interpret the observation that disagreement may continue to persist despite sufficient information that should eliminate it.

1 An important paper by Weizsacker (2010) comes to a strikingly similar conclusion, but in a much different context from that studied here. Independent of our study, he shows in a meta-analysis of games with information cascades that a significant share of subjects do not conform to rational expectations, and put about twice the weight on their own information as they do on others. The confluence of his results with our own potentially bolsters both findings.
In summary, the results in this paper suggest the following story. The initial disagreement may arise and continue to increase in light of commonly observed new evidence because the public has different private views of the world, formalized and induced in our experiment by an observation of a private signal. Furthermore, as confirmed by our experiment, even if there is sufficient information to infer the models of others, the public may fail to do so and the disagreement can persist and become common knowledge.

If our multidimensional-information theory is correct, it changes the focus of the puzzle about belief polarization. Rather than ask what are the causes of polarization, this suggests that instead we should ask why they may have different views of the world and why they don’t share all the information that shaped their individual views? What keeps them from communicating enough to draw their “world views” together? That is, why would they doubt rationality of others?

The remainder of the paper is organized as follows. In Section I, we briefly review the background literature. The model is presented in Section II. Section III describes our experimental design. The experimental results are provided in Section IV. Section V concludes. Some proofs are in the Mathematical Appendix.

I. Background

Much of the evidence on diverging opinions comes from psychological studies. In the seminal experiment by Lord, Ross, and Lepper (1979), subjects who were selected because of differing views on the death penalty were pulled further apart after reading the same essay about the death penalty. This type of result has been replicated in numerous studies. The important novelty in our paper is to show that polarization might occur in an environment with an instilled objective prior and objective information, and that it can persist even after it becomes commonly known.

The existing explanations of belief polarization include heterogenous prior beliefs (Dixit and Weibull 2007; Acemoglu, Chernozhukov, and Yildiz 2009), non-Bayesian updating caused by, for example, confirmatory bias (Rabin and Schrag 1999) and ambiguity aversion (Zimper and Ludwig 2007; Baliga, Hanany, and Klibanoff 2011), differential private information (Kondor 2011), and memory constraints (Wilson 2005).

In our model, private signals are used to interpret the implication of the public signals and different private signals induce distinct interpretations. A similar idea is...
present in Acemoglu, Chernozhukov, and Yildiz (2009) and Kondor (2011). These papers consider Bayesian models in which there is uncertainty about the state of nature and individuals have different priors or different private information that determines interpretation of public signals.

Our paper complements this body of work: first, by offering a very simple and transparent example of a Bayesian environment with diverging opinions; second, by experimentally demonstrating the possibility of disagreement—and its persistence—in an environment with common priors; and third by testing the assumption of common knowledge of rationality. The essential contribution is to demonstrate that persistence of disagreement in our experiment is due to failure of common knowledge of rationality.

The theme of this paper is related to that of Cripps et al. (2008) and Sethi and Yildiz (2009). Cripps et al. (2008) provide conditions under which individuals who privately learn the value of a parameter will also learn it commonly. In a model with heterogeneous priors and private information, Sethi and Yildiz (2009) provide conditions under which private information is aggregated through repeated communication.

In our model and experiment, the only source of disagreement is differential private information. An alternative reason for disagreement and its persistence might be a conflict of preferences among individuals, as in Santos-Pinto and Sobel (2005).

Finally, there is a large literature in psychology on the possible reasons for diverging opinions. We refer the reader to the literature reviewed in an earlier version of this paper (Andreoni and Mylovanov 2011).

II. Model

The model presented here is made as simple as possible. While it can be generalized to signal distributions other than the one considered below (see Section IIE), the current model is sufficient to clarify the features that generate diverging opinions. In our model, private and public signals are complements: the value of either public or private signals alone is zero. To see the intuition for our results imagine that two players play one shot of matching pennies. There are two outside observers who receive noisy information about the players’ moves and are asked to bet on the winner of the game. Imagine that the observers receive different private information about the move of player 1. This information is not helpful in determining the winner of the game and hence does not affect their opinions. We now let them observe a public signal about the move of player 2. Together with private information, this signal is valuable. Furthermore, the observers with different private information will now diverge in their opinions about who is the more likely winner of the game. Thus, arrival of public information can cause divergence of opinions.

---

6Börgers, Hernando-Veciana, and Krähmer (2010) study signals that are complements and substitutes and show that complementary signal structures are not non-generic.
A. Environment

The state of nature $\theta = (\alpha, \beta)$ is a realization of a random variable $\tilde{\theta} = (\tilde{\alpha}, \tilde{\beta})$, where $\tilde{\alpha}, \tilde{\beta} \in \{0, 1\}$. All states are equally likely. There are two Bayesian agents, each can take an action $a \in \{\text{Even}, \text{Odd}\}$. The payoff of an agent is

\[
(1) \quad u(\text{Even}, \theta) = \begin{cases} 
1, & \text{if } \theta \text{ equals } (0, 0) \text{ or } (1, 1); \\
0, & \text{otherwise}; 
\end{cases}
\]

\[
u(\text{Odd}, \theta) = \begin{cases} 
1, & \text{if } \theta \text{ equals } (1, 0) \text{ or } (0, 1); \\
0, & \text{otherwise.}
\end{cases}
\]

independently of the action taken by the other agent.

Agents do not know the state and observe two signals, $\tilde{a}, \tilde{b} \in \{0, 1\}$, that are distributed independently conditional on the state with $\Pr(\tilde{a} = \alpha | \alpha) = p_\alpha > 1/2$ and $\Pr(\tilde{b} = \beta | \beta) = p_\beta > 1/2$.

There are infinitely many periods, $t = 0, 1, \ldots$. In period zero, the agents privately observe independent realizations of signal $\tilde{a}$. Starting from the first period, the agents commonly observe a realization of signal $\tilde{a}$ or $\tilde{b}$ in each period. We will consider two settings: in one all public signals are $\tilde{b}$, whereas in the other public signals are of both types, $\tilde{b}$ in odd periods and $\tilde{a}$ in even periods.

B. Disagreement about the Optimal Action

Let type 0 and type 1 denote the agents who observe private signal $a = 0$ and $a = 1$, respectively. After observing $a = 1$, type 1 believes that $\alpha = 1$ is more likely, while his beliefs about $\beta$ are unaffected. However, (1) implies that this type is indifferent about which action to take. A similar argument applies to type 0. Hence, although different signals in the first period might lead to distinct beliefs about $\alpha$, they cannot create a disagreement about the optimal action.

Nevertheless, private signals can be used to interpret future signals about the other dimension and can lead to disagreement. We say that type 0 and type 1 disagree about the optimal action if they strictly prefer different actions.\[^7\] Imagine that in the second period both types observe $b = 1$. Now, type 1 believes that the state $\theta = (1, 1)$ is more likely and the optimal course of action is $a = \text{Even}$, while type 0 disagrees.

The independence of the signals conditional on the state and their binomial distribution implies that the agent’s posterior beliefs depend only on the difference between the number of realizations of different signals, but not their order. Let $t_a$ and

\[^7\] We say that the different types weakly disagree about the optimal action if one type is indifferent about which action to take and the other type believes that one of the actions is more likely to be optimal.
$t_b$ be the number of respective public signals and $k_a$ and $k_b$ be the number of realizations of the corresponding signals equal to one. We define

$$
\delta^0_a = 2k_a - t_a - 1,
$$

$$
\delta^1_a = 2k_a - t_a + 1,
$$

$$
\delta_b = 2k_b - t_b.
$$

**Remark 1:** If $\delta_b = 0$, both types believe that both actions are equally likely to be optimal.

**Remark 2:** Different types disagree about the optimal action if and only if (i) $\delta_b \neq 0$ and (ii) $\delta^1_a = 1$ and $\delta^0_a = -1$.

### C. Public Signals $\tilde{b}$

If all public signals are $\tilde{b}$, we have $\delta^1_a = 1$ and $\delta^0_a = -1$ for any number of signals. Then, the probability of disagreement between types 0 and 1 is equal to $1 - Pr(\delta_b = 0)$.

If the number of public signals is odd, then $\delta_b \neq 0$, in which case different types disagree with probability one. If, however, the number of public signals $\tilde{b}$ is even, $t_b = 2N, N > 0$, the probability of $\delta_b = 0$ is equal to

$$
Pr(\delta_b = 0) = \frac{(2N)!}{(N!)^2} (p_\beta (1 - p_\beta))^N.
$$

This expression is decreasing in $N$ and converges to zero as $N \to \infty$. Hence,

**Proposition 1:** If all public signals are $\tilde{b}$, the probability of disagreement is

(i) one if the number of public signals is odd;

(ii) positive and increasing in $N$ if the number of public signals is even.

As a measure of intensity of disagreement, we now consider the absolute value of the difference between the beliefs about the optimal action conditional on different private signals. Let

$$
q^1(\text{Even} | \delta_b) = Pr(\beta = 1 | \delta_b) \cdot Pr(\alpha = 1 | a = 1)
$$

$$
+ (1 - Pr(\beta = 1 | \delta_b)) (1 - Pr(\alpha = 1 | a = 1))
$$

denote the probability that type 1 assigns to the event that the optimal action is $a = \text{Even}$, conditional on $\delta_b$. Define $q^0(\text{Even} | \delta_b)$ analogously for type 0.
DEFINITION: The absolute value of the disagreement between the beliefs about the optimal action is

\[ \Delta(\delta_b) = |q^1(\text{Even} \mid \delta_b) - q^0(\text{Even} \mid \delta_b)| = (2p_\alpha - 1) \left| 2\frac{p_\beta}{p_\beta + (1 - p_\beta)\delta_b} - 1 \right|. \]

The following proposition states that the expected value of disagreement, conditional on the realized state, is increasing in the number of signals.

PROPOSITION 2: For any \( n > 0 \), the expected absolute value of disagreement conditional on the realized state satisfies

(2) \[ E\{\Delta(\delta_b) \mid t_b + 1, \alpha, \beta\} = E\{\Delta(\delta_b) \mid t_b, \alpha, \beta\}, \quad \text{if } t_b = 2n + 1, \]

(3) \[ E\{\Delta(\delta_b) \mid t_b + 1, \alpha, \beta\} > E\{\Delta(\delta_b) \mid t_b, \alpha, \beta\}, \quad \text{if } t_b = 2n. \]

D. Public Signals \( \tilde{a} \) and \( \tilde{b} \)

We now turn to the setting in which agents observe signal \( \tilde{b} \) in odd periods, and signal \( \tilde{a} \) in even periods.

The probability of disagreement in this environment is nonmonotone, due to discreteness of the signals, but it decreases after every four periods and converges to 0 as the number of signals becomes large. This is because the uncertainty about dimension \( \alpha \) becomes small as more signals are realized. We can formally state this as follows. Let \( z(t_a, t_b) \) denote the probability of disagreement, where \( t_a > 0 \) and \( t_b > 0 \) are, respectively, the number of public signals \( \tilde{a} \) and \( \tilde{b} \).

PROPOSITION 3: Let public signals be of both types. Then,

(4) \[ z(t_a, t_b) = \Pr(\delta_a^1 = 1 \mid t_a)(1 - \Pr(\delta_b = 0 \mid t_b)) \]

and

\[ z(t_a, t_b) > z(t_a + 2, t_b + 2). \]

Furthermore, \( \lim_{t_a, t_b \to \infty} z(t_a, t_b) = 0 \).

We now consider the absolute value of the difference between the beliefs about the optimal action conditional on different private signals. Let

\[ q^1(\text{Even} \mid \delta_b, \delta_a^1) = \Pr(\beta = 1 \mid \delta_b) \Pr(\alpha = 1 \mid \delta_a^1) \]

\[ + (1 - \Pr(\beta = 1 \mid \delta_b))(1 - \Pr(\alpha = 1 \mid \delta_a^1)) \]
be the probability that type 1 assigns to the event that the optimal action is \( a = \text{Even} \), again conditional on \( \delta_b \). Define \( q^0(\text{Even} | \delta_b, \delta^0_a) \) analogously for type 0.

The absolute value of the difference between beliefs about the optimal action of different types is equal to

\[
\Delta(\delta_b, \delta^1_a, \delta^0_a) = |q(\text{Even} | \delta_b, \delta^1_a) - q(\text{Even} | \delta_b, \delta^0_a)|.
\]

The expected value of \( \Delta(\delta_b, \delta^1_a, \delta^0_a) \) is nonmonotone. Furthermore, it does not have to decrease every four periods. For example, if the signals about \( \alpha \) are not very informative, i.e., \( p_\alpha \) is close to 1/2, while the signals about \( \beta \) are sufficiently informative, e.g., \( p_\beta = 3/5 \), then the expected value of \( \Delta(\delta_b, \delta^1_a, \delta^0_a) \) will be increasing in the initial periods.

Nevertheless, after sufficiently many public signals the uncertainty about dimension \( \alpha \) vanishes and, as a result, the expected value of \( \Delta(\delta_b, \delta^1_a, \delta^0_a) \) converges to 0.

**PROPOSITION 4:** Let public signals be of both types. Then,

\[
\lim_{t_a, t_b \to \infty} E\{\Delta(\delta_b, \delta^1_a, \delta^0_a) | t_a, t_b, \alpha, \beta\} = 0.
\]

**PROOF:**

The result follows from Theorem 1 in Freedman (1963).

**E. More General Environments**

Our results above can easily be derived in more general environments, and do not depend on specific prior beliefs, signals being binary, or even on the shapes of the underlying distributions. The essential feature of the model is simply that the optimal action depends on relative values of different dimensions of the information space and, as such, contains at least one fewer degree of freedom. While individuals may agree on what the evidence indicates on several dimensions, they may disagree on the implications of this evidence if they have differential private information on other dimensions.

Consider, for instance, two members of an electorate with differing private information on the incumbent politician who are each learning about the challenger at the same time and with equal precision. They can both agree on a distribution of beliefs about an index of the challenger’s quality, say \( x \in [0, 1] \). However, if one’s private information on the incumbent’s quality index, \( y_1 \), is skewed toward 1 while the other’s index, \( y_0 \), is skewed toward 0, more precise information on the challenger may not draw the two sides together as long as \( Ey_0 < Ex < Ey_1 \). Note, to get this result we did not need to specify the dimensionality of the information or the probability distributions on information, only that the ultimate choice (which candidate is better) has at least one fewer dimensions that the information used to make that choice (the relative quality of various candidates).
F. Agreeing to Disagree

If there is common knowledge of rationality and the agents hold common priors, then disagreement cannot persist: Common knowledge of disagreement is impossible (Aumann 1976) and communication of posterior beliefs is sufficient to achieve common beliefs (Geanakoplos and Polemarchakis 1982). Aumann, of course, meant his theorem to be a critique, rather than a defense, of the common prior and the common knowledge of rationality assumptions (Aumann 1976, 1237–38).

Imagine the situation in subsection 3.3 in which $m$ individuals have observed their own private signal $\tilde{a}$ and a series of public signals $\tilde{b}$. Based on the public signals, each has taken an action that, under individual rationality, should be consistent with their beliefs. Moreover, imagine sufficient public draws have been made such that these actions would fully reveal each person’s private information, if she is rational. Suppose that individuals then can “communicate” in the sense that they see each other’s private actions. In theory, this should lead to full agreement about the optimal action, even if subjects disagreed prior to this. This is a test we perform in the experiment described in the next section.

What if disagreement persists in the light of this style of communication? How can we make sense of this? To retain falsifiability of the model, we must maintain the assumption of individual rationality (otherwise any outcome can be made consistent with the model). Since the fundamentals of the joint probability distribution are straightforward, it seems that in this context, abandoning the assumption of common priors about the fundamentals would be unsatisfying. The remaining avenue is to relax common knowledge of rationality.

As an illustration, consider the following simple example. There are two individuals and imagine that each individual is rational and, furthermore, she believes that the other individual is rational with probability $\rho \in [0, 1]$ and makes random choices with complementary probability. Furthermore, these beliefs are common knowledge among individuals. That is, while everyone is rational, there is no common knowledge of rationality. Then, at the extreme $\rho = 0$, the agents will be unable to learn anything from each other’s actions. For the other values of $\rho$, the agents’ beliefs will moderate toward each other, but not agree.

Note that this explanation does not rely on noncommon priors about the fundamentals. In the model above and in the experiment to follow, we have controlled for common priors. This indicates to us that many interesting questions now open up for understanding diverging opinions and persistence of disagreement.

III. Experimental Design

The experiment was conducted using undergraduate subjects in 8 sessions involving 6 subjects each. Each session involved three sets. In each set, we randomly selected one of the four urns, A, B, C, and D, corresponding respectively to the four states of the world $(0, 0)$, $(1, 1)$, $(0, 1)$, and $(1, 0)$ in our model. Figure 1 illustrates how the urns were presented to the subjects.

There were two compartments in each urn. One compartment had red and green balls (which appear in the noncolor version of Figure 1 as light and dark
gray, respectively). The urns $A$ and $C$ (states $(0,0)$ and $(0,1)$) had three green balls and one red. The urns $B$ and $D$ (states $(1,1)$ and $(1,0)$) had one green and three red balls. A random draw from this compartment is equivalent to a signal $\tilde{a}$ with the support \{Green, Red\}, whose distribution is given by $p_{\alpha} = \Pr(\text{Red} | \alpha = 1) = \Pr(\text{Green} | \alpha = 0) = \frac{3}{4}$.

The other compartment contained white and black balls. The urns $A$ and $D$ (states $(0,0)$ and $(1,0)$) had three white and one black balls. The urns $B$ and $C$ (states $(0,1)$ and $(1,1)$) had one white and three black balls. A random draw from this compartment is equivalent to a signal $\tilde{b}$ with the support \{White, Black\}, whose distribution is given by $p_{\beta} = \Pr(\text{White} | \beta = 1) = \Pr(\text{Black} | \beta = 0) = \frac{3}{4}$.

In every set, each subject observed a total of 15 draws with replacement from the selected urn. First, each subject observed one private draw from the compartment containing red and green balls (signal $\tilde{a}$). After that, subjects commonly observed 14 public draws. There were two types of sets: joint and separate. In the joint set, public draws were equally likely to be made from either of the compartments (signals $\tilde{a}$ and $\tilde{b}$). In the separate set, public draws were made only from the compartment containing white and black balls (signal $\tilde{b}$).

The urns were divided in two groups. Group 1 consisted of urns $A$ and $B$ (action Even) and Group 2 consisted of urns $C$ and $D$ (action Odd). To infer subjects’ beliefs, subjects placed bets on which Group they thought the urn was in. There were 16 rounds of bets for each set. First, subjects could place bets after each one of the 15 draws. In addition, after the bets on the 15th draw, the total cumulative numbers of bets on each group by all the participants were revealed, and the subjects could make bets one more time. The purpose of the 16th round of bets was to allow subjects to update their beliefs based on the information contained in the aggregate

---

8In the 8 sessions of the experiment there were a total of 12 joint sets. In the first three of these sets, the separator between the compartments was removed and the public draws were made from the common pool containing balls of all four colors. Nonetheless, some of the sequences contained a majority of balls from one of the compartments blurring the contrast between joint and separate sets. Therefore, in the remaining nine sets, we did not remove the separator and instead alternated draws between the two compartments. Unfortunately, we overlooked this problem during the initial design of the experiment. Comparing the behavior of the two subsamples, however, finds no discernible effect on choices. Furthermore, note that this issue biases our experiment against finding a difference between joint and separate sets, and hence strengthens our results.
of all bets. If subjects are all perfect risk-neutral Bayesians and this is common knowledge, then there should be no disagreement on the round 16 bets.

In each round of bets, subjects could place from 0 to 9 bets on each of the groups of urns. That is, after each draw they could simultaneously make up to 18 bets, 9 or fewer bets on Group 1 and 9 or fewer bets on Group 2.

In the end of each set, one of the 16 rounds of bets was selected at random to determine the earnings of the subjects in that set. The subjects were given 10 points for every successful bet in this round, that is, the bet on the group which contained the urn used in this round. The bets made in this round also entailed costs. The first bet made on Group 1 in this round cost one point. The cost of each additional bet on Group 1 was one point more than the cost of the previous bet on Group 1. That is, the nth bet cost n points. Similarly, the first bet made on Group 2 in this round cost 1 point and the nth bet cost n points. If individuals are risk neutral Bayesian payoff maximizers, then bets should be revealing of their beliefs about the probabilities, that is, this is a proper scoring rule. For instance, a subject who thinks the likelihood is 0.35 that Group 1 is the true state, and 0.65 that it is Group 2, should place 3 bets on Group 1 and 6 bets on Group 2. Total bets across the two groups should always be 9 or 10.

To our knowledge, this paper’s scoring rule is unique. It turns out, however, that the incentives of our rule are precisely those of the quadratic scoring rule. To see this, let $b_i$ be the bets on state $i$ and $p_i$ beliefs that $i$ is the true state. In our design, if the marginal cost of another bet on state $i$ is $b_i$, and the expected payoff is $10p_i$, then one should clearly stop betting when $b_i > 10p_i$.

To see this is the same as the quadratic scoring rule, write the expected payoff of our task:

$$
\mathbb{E}_π = 10(p_1b_1 + p_2b_2) - \sum_{j=0}^{b_1} j dj - \sum_{k=0}^{b_2} k dk
$$

Rewrite this as a continuous choice of $b$s by replacing the sums with integrals:

$$
\mathbb{E}_π = 10(p_1b_1 + p_2b_2) - \int_{j=0}^{b_1} j dj - \int_{k=0}^{b_2} k dk
$$

$$
= 10(p_1b_1 + p_2b_2) - \frac{b_1^2}{2} - \frac{b_2^2}{2}.
$$

This is precisely the quadratic scoring rule. Rather than giving our subjects the quadratic function, as prior researchers have done, we gave them the first-order condition of the quadratic scoring rule, which is a simple linear problem that subjects hopefully find more tractable.

There are eight possible permutations of the sequence of three sets, each of which could be either joint or separate: (separate, separate, separate), (joint, separate, separate), etc. We conducted eight sessions with three sets each, one session for every possible permutation of sets. Hence, there were 12 separate sets and 12 joint sets. In one set, each of the 6 subjects made 16 rounds of bets on 2 groups. There was a total
of 48 subjects, 6 subjects in each of 8 sessions. We obtained a total of 4,608 observations (16 rounds × 3 sets × 6 subjects × 8 sessions × 2 groups).

To guarantee that earnings were nonnegative, subjects were endowed with 45 points in each set. Subjects kept track of the draws, their bets, and their earnings in each round using a computer interface. The information about the rules of the experiment and the content of the urns was known to the participants.

The experiment lasted about one hour. We paid US $1 for each 10 points earned in the experiment. The subjects were anonymously paid their cumulative earnings in cash at the end of the experiment. The earnings averaged $20.52 (standard deviation $3.98), ranging from $9 to $27. Subjects’ instructions are available in the online Appendix.

IV. Experimental Results

In the next two subsections, we present our evidence for Propositions 1 and 3 on the frequency of disagreement and for Propositions 2 and 4 on the expected value of disagreement. In the analysis, we excluded two sets, one joint set and one separate set, in which all subjects observed the same private information.\(^9\) Our model predicts the overall pattern in the data well, with several important exceptions. Subjection 5.3 will examine our predictions about choices in the first round of each set, and subjection 5.4 will discuss our predictions for round 16, when we reveal the sum of all prior bets by all players.

A. Probability of Disagreement

Figure 2 depicts the frequency of the disagreement for both theoretical and observed, and both joint and separate sets over the first 15 rounds.\(^{10}\) The observed frequency has an increasing trend in separate sets, and a decreasing trend in joint sets in accordance with the theoretical predictions. At the same time, the observed frequency of disagreement in the first round is significantly larger than the theoretical value of zero. We will consider the bets made by the subjects in the first period in detail in Section IV C.

How is Figure 2 generated? To determine the theoretical frequency of disagreement, for each subject we calculate Bayesian beliefs about whether the urn belongs to Group I given the subject’s information. The theoretical frequency of disagreement is the frequency with which Bayesian beliefs of the subjects with different private information disagree in a given round in a given type of set.

There are multiple ways to define the observed frequency of disagreement. We have chosen the following definition. First, for each subject we calculate the difference between the bets made on Group I and on Group II. If the difference between

\(^9\)We do not exclude any subjects from the analysis, even the subjects who, regardless of the realized information, have placed the same combination of bets in all rounds in all sets.

\(^{10}\)We exclude the 16th round because in this round the information observed by the subjects is the cumulative number of bets made by all subjects in the previous rounds. The Bayesian model alone cannot determine the combination of bets that maximize the expected payoff; this combination depends on the beliefs of the subject about how the other subjects make their bets.
the bets is larger than one, we say that the subject prefers the group on which she places more bets. Otherwise we say that the subject is indifferent.\[11\]

Next, we determine the group preferred by the majority of subjects who observe the same private information as follows: we exclude the subjects who are indifferent between the groups, and find the group preferred by the majority of the remaining subjects with strict preference. We say that the subjects are, on average, indifferent about which group to bet on if equal numbers of subjects strictly prefer different groups, or if all subjects are indifferent. The observed frequency of disagreement is, then, the frequency with which the subjects who observe different private information prefer different groups. That is, the majority of the subjects with one private signal prefer one group, and the subjects with the other private signal either prefer the other group or are, on average, indifferent about which group to bet on.\[12\]

\[11\] One alternative we have considered is to define a subject to be indifferent between groups if and only if she places the same number of bets on both groups. The disadvantage of this definition is that it may incorrectly classify subjects as not indifferent. Imagine that a risk-neutral subject believes that both groups are equally likely. Then, she is willing to pay up to five points for a bet on each of the groups. Because, in our experiment, the fifth bet costs five points, the subject is indifferent between placing four or five bets on each of the groups. Hence, the following combinations of bets are consistent with the belief that both groups are equally likely: (4, 4), (5, 5), (4, 5), and (5, 4).

\[12\] In order to count, the direction of disagreement does not have to coincide with the theoretical prediction, although is does in almost every case. Deviations, therefore, work against hypothesis. Also, note that our definition of preference for a group applies regardless of whether the bets made by the subject in question are consistent with payoff-maximizing behavior. Hence, our conclusion that the observed frequency of disagreement is close to the theoretical frequency of disagreement does not imply that our theoretical model can explain the bets of the subjects.
B. Expected Value of Disagreement

Our first task is to describe how we determine the theoretical and observed values of disagreement. To determine the theoretical value of disagreement, for each subject we calculate Bayesian beliefs about whether the urn belongs to Group I for each subject given the subject’s information. The theoretical value of disagreement is the absolute value of the difference of Bayesian beliefs, multiplied by 10, about the event that the urn belongs to Group I for subjects with different private information in a given round, averaged over all sets of a given type. We determine the observed value of disagreement as follows. First, for each round in each set, and for each group, we calculate the absolute value of the difference between the average bets made by the subjects who observe different private information. The average of this value in a given round over both groups, and all sets of a given type, is the observed value of disagreement.

Figure 3 depicts the expected absolute value of disagreement, both theoretical and observed, for the first 15 rounds, averaged for each of the joint and separate sets. The observed value has an increasing trend in separate sets, in accordance with the theoretical predictions. In joint sets, both the observed and the theoretical value of disagreement do not increase. As with the frequency of disagreement, the observed value of disagreement in the first round is larger than the theoretical value of zero. We explore this deviation more closely next.

C. First Round

In the first round a decision maker has information on only one dimension of the information, therefore a Bayesian decision maker should believe that both
groups are equally likely. As a result, subjects with different private information should not disagree.\footnote{Recall that to calculate the frequency of disagreement, we say that a subject is indifferent between the groups if her bets on the groups differ by at most one. If the difference between the bets on different groups is more than or equal to two, we say that the subject prefers the group on which she places the majority of her bets.}

In our experiment, this means that in the first round subjects’ bets should be symmetric, that is, they should place 4 or 5 bets on each state. Given this, there are three types of errors a subject can make. The first two respect symmetry, but bet either more than 10 bets in total, or fewer than 8, but bets on each state do not differ by more than 1. Notice, however, that these two errors will not cause disagreement, but just result in suboptimal payment outcomes for the subjects. The third kind of error is to show a clear favorite in round 1, that is, to have bets that are asymmetric and that differ by two or more. This asymmetric error will cause disagreements, even in round 1 where we predict none to exist. Figure 4 shows the proportions of both correct and incorrect choices on round 1.

Figure 4 shows three interesting patterns. First, the fraction of individuals making correct bets is increasing over the sets. Second, the number of symmetric errors (both too many and too few bets) is going down over time. Throughout the experiment, however, around 80 percent of the subjects correctly agree on round 1 by placing equal bets on both states. Third, about 20 percent of subjects make
the error of placing asymmetric bets in round 1, and this fraction remains steady throughout the experiment.

This means that the first component necessary for agreement in round sixteen is missing for at least 20 percent of the subjects. That is, this fraction seems to incorrectly disagree with the remaining subjects even when their private information is not sufficient to cause disagreement.

It is also easy to show that risk aversion cannot explain differences in betting if people believe both states are equally likely.\[^{14}\]

D. Round Sixteen

The data from round 16 allows us to test a fundamental prediction of the model: If there is common knowledge of rationality, then when people can aggregate others’ information they should no longer disagree.

Recall that in round 16, the last round in a set, no balls were drawn. Instead, the subjects were informed about the total number of bets on each of the groups made in the previous rounds by all subjects in the current set. Then, the subjects placed their bets once again. Of course, if all subjects were Bayesian decision makers, then it would be impossible to have common knowledge of disagreement.\[^{15}\]

We found, contrary to the prediction, that in round 16 there was disagreement in 9 out of 24 sets. The more important question, however, is how frequently in the last round subjects prefer the group on which there was a majority of bets in all previous rounds? We found that there were 16 disagreements with the majority over all 144 individual observations. Separating these out by set, we find two disagreements in set 1, five in set 2, and nine in set 3.

Why would subjects not place most of their bets on the group that received the majority of bets in the previous periods? One possibility is that the subjects expect the information about the majority of bets to be a noisy signal, and therefore might place a higher weight on their own opinion. We explore this hypothesis in Table 1, where we regress the difference between one’s own bets on Group I and Group II in round 16 on the cumulative differential in own bets and others’ bets in the prior 15 rounds, with standard errors clustered for each subject. The assumption of common knowledge of rationality would lead to a prediction that that subjects should

\[^{14}\] Note that risk aversion implies $\mathbb{E}_\pi = p_1 u(10b_1 - C(b_1, b_2)) + (1 - p_1) u(10b_2 - C(b_1, b_2))$, where $C(b_1, b_2) = b_1^2/2 + b_2^2/2$. Since we do not restrict $b_1 + b_2 = 1$, the two first-order conditions are

\[
\begin{align*}
p_1 u_i' \cdot (10 - b_1) - (1 - p_1) u_i' \cdot b_1 &= 0 \\
-p_1 u_i' \cdot (b_1) + (1 - p_1) u_i' \cdot (10 - b_2) &= 0,
\end{align*}
\]

which implies

\[
\frac{p_1}{1 - p_1} = \frac{u_i^2}{u_i^1} \frac{b_1}{10 - b_1}, \quad \text{and} \quad \frac{1}{b_2} = \frac{u_i^2}{u_i^1} \frac{10 - b_2}{b_2}.
\]

Notice, if $p_1 = p_2 = 1/2$, then regardless of risk aversion, $b_1 = b_2 = 5$ is the only solution.

\[^{15}\] More precisely, this follows from Theorem 3 in Nielsen et al. (1990).
base their round 16 bets on the total rounds 1–15 bets, including their own and others, on each group. That is, as long as all subjects are assumed to be rational, then each prior bet is an equally valid piece of information, whether it is information seen directly or inferred from the actions of others. This means that in the regressions in Table 1 we should see coefficients on own and the others’ differentials to be equal—all information is treated the same. We see from column 1, however, that own experience receives more than twice the weight given other’s experience (0.039 versus 0.015, \(p < 0.01\)). Nevertheless, in our experiment the majority of bets indicated the winning group in 21 out of 24 sets.16

It is interesting to note that the magnitudes of this effect mirror those of Weizsacker (2010) who finds, in a meta-analysis of experiments on information cascades, subjects appear to weigh their own information about twice that of others when, according rational expectations, the weights should be equal. As in our studies, this is also related to the degree of errors among others, but on average results in losses for a significant share of subjects. This comparison across games, we believe, underscores the potential value of our finding.

16 It is interesting to note that the magnitudes of this effect mirror those of Weizsacker (2010) who finds, in a meta-analysis of experiments on information cascades, subjects appear to weigh their own information about twice that of others when, according rational expectations, the weights should be equal. As in our studies, this is also related to the degree of errors among others, but on average results in losses for a significant share of subjects. This comparison across games, we believe, underscores the potential value of our finding.
What is the root of this overweighting of one’s own information? This is explored in column 2 of Table 1. Here we interact own and others’ bet differentials with the three types of errors we saw in the prior subsection. We see that subjects who commit errors in round 1 that respect symmetry of bets have no differential impact on the weights given to own and other’s experience. However, those who make asymmetric bets in round 1 tend to put weight on their own experience \((0.028 + 0.046 = 0.074)\) that is more than 10 times what they put on the experience of others \((0.019 - 0.012 = 0.007)\) (while economically small, the estimate of 0.007 is nonetheless statistically significant \((t = 1.92)\)). This suggests that 20 percent of the sample will virtually ignore the information on others in determining their round 16 bets.

What about those who make correct bets in round 1? These subjects also overweight their own information, although the bias is not statistically significant. As shown in column 2 of Table 1, own experience has a coefficient of 0.028 versus a 0.019 coefficient on the bets of others, \(t = 0.46\), thus suggesting a slight but insignificant bias towards own informations.\(^{17}\) This indicates that the differential weighting of own and others’ bets found in column 1 is due to those making errors of asymmetry in rounds 1. This suggests a bias in learning from others, but that the bias tends to be concentrated in fraction of the population (about 20 percent in our sample) that make systematic departures in Bayesian inference at the outset of each set, and that deeply discount the information of others.

V. Conclusions

This paper is concerned with polarization of individual opinions that occurs as an optimal response to additional public information, and persistence of such polarization even after the public information becomes sufficient to remove any disagreement.

We present a simple environment in which private opinions can diverge in response to additional public information. The important feature of this environment, which we believe is relevant in practice, is that the information is multi-dimensional and the optimal action depends on the relative value of information on different dimensions.

We demonstrate in our experiment that polarization may become commonly known and persist even after there is sufficient information for it to disappear. This result suggests that polarization of opinions can be a lasting phenomenon and communication or debate might have limited effectiveness in aggregating information and attaining agreement.

Finally, persistence of polarization is sensitive to the source of information. In our experiment, polarization persists in the experimental treatment because subjects undervalue the information of others when it must be gleaned from their choices. By

\(^{17}\) Similar findings exist in both the psychology and finance literatures. Kruger and Dunning (1999) for instance show that errors that lead people to make imprecise probabilistic assessments also interfere with their ability to judge their own relative performance. Chen and Jiang (2006) show that financial analysts overweight their private information when issuing forecasts.
contrast, in the control group, in which the information intended to resolve disagreement is provided directly by experimenter, polarization disappears.

The fact that disagreement depends on the means by which the information is provided raises a number of interesting questions about individual cognition, the nature of inference, and the importance of debate. For instance, why do people appear to systematically put too much weight on the information they receive directly, rather than indirectly through another’s actions? Why do people tend to believe they are more rational decision makers than others? Finally, are there ways of structuring debates to overcome these biases so that individuals can share information, incorporate it into posteriors, and willfully revise their opinions? Our results indicate that these are difficult yet valuable topics for future research.

**Mathematical Appendix**

**PROOF OF PROPOSITION 2:**
Assume that the realized state is \((\alpha, \beta) = (1,1)\). The proof for the other cases is analogous. For a given \((\alpha, \beta)\), define

\[
\gamma(t_b) = \frac{E\{\Delta(\delta_b) | t_b, \alpha, \beta\}}{2p - 1}.
\]

We have

\[
\gamma(2n + 1) = \sum_{i=0}^{2n+1} \frac{(2n + 1)!}{(2n + 1 - i)!i!} p^{2n+1-i}(1 - p)^{i} - 1
\]

\[
= \sum_{i=n+1}^{2n+1} \frac{(2n + 1)!}{(2n + 1 - i)!i!} v(i, 2n + 1), (n \geq 0).
\]

where

\[
v(i, l) = p^i(1 - p)^{l-i} - p^{l-i}(1 - p)^i, (i \geq 0, l \geq 1).
\]

Similarly,

\[
\gamma(2n) = \sum_{i=n}^{2n} \frac{(2n)!}{(2n - i)!i!} v(i, 2n), (n > 0).
\]

Note that for all \(n \geq 1\),

\[
(A1) \quad v(n, 2n) = 0,
\]

\[
(A2) \quad v(i, 2n - 1) = v(i, 2n) + v(i + 1, 2n).
\]
Before we proceed with the proof, recall the following useful fact:

\[
(A3) \quad \frac{N!}{(N - i)!i!} = \frac{(N - 1)!}{(N - i)!(i - 1)!} + \frac{(N - 1)!}{(N - 1 - i)!i!}, \quad (0 < i < N, N \geq 2).
\]

We now prove (2). First, it is straightforward to check that \( \gamma(2) = \gamma(1) \). Now, let \( n \geq 1 \). Using (A3), we can write

\[
\gamma(2n) = \sum_{i=n}^{2n-1} \left[ \frac{(2n - 1)!}{(2n - 1 - i)!i!} + \frac{(2n - 1)!}{(2n - i)!(i - 1)!} \right] v(i, 2n)
\]

\[
+ v(2n, 2n)
\]

\[
= \sum_{i=n}^{2n-1} \frac{(2n - 1)!}{(2n - 1 - i)!i!} v(i, 2n) + \sum_{i=n-1}^{2n-2} \frac{(2n - 1)!}{(2n - 1 - i)!i!} v(i + 1, 2n)
\]

\[
\times v(i, 2n) + v(2n, 2n)
\]

\[
= \sum_{i=n}^{2n-1} \frac{(2n - 1)!}{(2n - 1 - i)!i!} (v(i, 2n) + v(i + 1, 2n))
\]

\[
+ \frac{(2n - 1)!}{n!(n - 1)!} v(n, 2n).
\]

Then, it follows from (A1) and (A2) that

\[
\gamma(2n) - \gamma(2n - 1) = 0.
\]

Next, we prove (3). Using (A3),

\[
\gamma(2n + 1) = \sum_{i=n+1}^{2n} \left[ \frac{(2n)!}{(2n - i)!i!} + \frac{(2n)!}{(2n + 1 - i)!(i - 1)!} \right] v(i, 2n + 1)
\]

\[
+ v(2n + 1, 2n + 1)
\]

\[
= \sum_{i=n+1}^{2n} \frac{(2n)!}{(2n - i)!i!} v(i, 2n + 1) + \sum_{i=n}^{2n-1} \frac{(2n)!}{(2n - i)!i!} v(i + 1, 2n + 1)
\]

\[
\times v(i, 2n + 1) + v(2n + 1, 2n + 1)
\]

\[
= \sum_{i=n+1}^{2n} \frac{(2n)!}{(2n - i)!i!} (v(i, 2n + 1) + v(i + 1, 2n + 1))
\]

\[
+ \frac{(2n)!}{n! n!} v(n + 1, 2n + 1).
\]
Then, from (A1) and (A2), we get
\[ \gamma(2n + 1) - \gamma(2n) = \frac{(2n)!}{n! n!} v(n + 1, 2n + 1) > 0. \]

PROOF OF PROPOSITION 3:
We provide a proof of the first part of the proposition for the case of \( t_a = t_b = 2n, \ n \geq 1. \) (The argument for the remaining cases is analogous.) Because \( t_a \) and \( t_b \) are even, the probability of disagreement is given by
\[ z(t_a, t_b) = z(n) = \Pr(\delta_a = 1 \mid t_a)(1 - \Pr(\delta_b = 0 \mid t_b)). \]

Set \( q_k = p_k(1 - p_k) \) where \( k = \alpha, \beta, \) and note that \( q_k \in [0, \frac{1}{4}) \). Then, (A4) can be rewritten as
\[ z(n) = \frac{(2n)!}{(n!)^2} q^n_{\alpha} \left( 1 - \frac{(2n)!}{(n!)^2} q^n_{\beta} \right). \]

It follows that
\[ z(n + 1) - z(n) = \frac{(2n + 2)!}{(n + 1)!^2} q^{n+1}_{\alpha} \left( 1 - \frac{(2n + 2)!}{(n + 1)!^2} q^{n+1}_{\beta} \right) - \frac{(2n)!}{(n!)^2} q^n_{\alpha} \left( 1 - \frac{(2n)!}{(n!)^2} q^n_{\beta} \right) = q^n_{\alpha} \frac{(2n)!}{(n!)^2} g(n), \]
where
\[ g(n) = \left( \frac{(2n + 2)(2n + 1)}{(n + 1)^2} q_{\alpha} \left( 1 - \frac{(2n + 2)!}{(n + 1)!^2} q^{n+1}_{\beta} \right) \right) - \left( 1 - \frac{(2n)!}{(n!)^2} q^n_{\beta} \right). \]

Before we proceed with the proof, note that for any \( q_{\beta} \in [0, \frac{1}{4}) \) and any \( n \geq 1 \)
\begin{equation}
(A4) \quad \left( 1 - \frac{(2n + 1)^2}{(n + 1)^2} q_{\beta} \right) q^n_{\beta} \leq \frac{n^n(n + 1)^{n-1}}{(2n + 1)^{2n}}.
\end{equation}

Furthermore,
\begin{equation}
(A5) \quad \frac{n^n(n + 1)^{n-1}}{(2n + 1)^{2n}} \leq \frac{1}{4^n(n + 1)}.
\end{equation}
Now, we have

\[
g(n) \leq \frac{2n + 1}{2(n + 1)} \left( 1 - \frac{(2n + 2)!}{(n + 1)!^2 q_{\beta}^{n+1}} \right) - \left( 1 - \frac{(2n)!}{(n!)^2 q_{\beta}^n} \right)
\]

\[
= - \frac{1}{2(n + 1)} + \frac{(2n)!}{(n!)^2} \left( 1 - \frac{(2n + 1)!}{(n + 1)^2 q_{\beta}^n} \right) q_{\beta}^n
\]

\[
(A4), (A5) \leq \frac{1}{2(n + 1)} \left( \frac{2(2n)!}{4n!(n!)^2} - 1 \right) \leq 0.
\]

We now turn to the limit result. It follows from (A4) that if \( t_a = 2n \), then the probability of disagreement is bounded from above by \( \Pr(\delta_a = 1 | t_a) = ((2n)!/(n!)^2) q_{\alpha}^n \). The bound converges to 0 as \( n \to \infty \). Similarly, if \( t_a = 2n + 1 \), the probability of disagreement is bounded from above by \( \Pr(\delta_a = 2 | t_a) + \Pr(\delta_a = 0 | t_a) = ((2n + 1)!/n!(n + 1)! q_{\alpha}^n \), which also converges to 0 as \( n \to \infty \).
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