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1. Introduction

Strategic thinking pervades human interactionséan as children develop enough “theory
of mind” to model other people as independent dacisakers, they must be taught to look both
ways before crossing one-way streets—suggestirigrtag instinctively assume rationality
when predicting others’ decision©ur adult attempts to predict other people’s rasps to
incentives are shaped by similar, though usuallyensobtle, rationality-based inferences.

The canonical model of strategic thinking is tlaeng-theoretic notion of Nash equilibrium.
Equilibrium is defined as a combination of stragsgione for each player, such that each player’'s
strategy maximizes his expected payoff, given thers’ strategies. Although this definition can
be applied without reference to its rationale,tfa purpose of modeling thinking equilibrium is
best viewed as an “equilibrium in beliefs,” in whiplayers who are rational in the decision-
theoretic sense have beliefs about each othedtegies that are correct, given the rational
choices they imply. Rationality plus this “ratioretpectations” assumption yields much more
precise predictions than rationality alone, whiffer give a plausible and empirically reliable
account of strategic behavidiThe precision, generality, and tractability of #iguum analysis
have made it the method of choice in strategiciegiibns (Roger B. Myerson 1999).

However, equilibrium is better justified in somgpécations than others. If players have
enough experience with analogous games, both ttewexperimental results suggest that
learning has a strong tendency to converge toibguiin.* But in many applications players’
interactions have only imperfect precedents, oeratrall. If equilibrium is justified in such
applications, it must be via strategic thinkincheatthan learning.

Epistemic game theory gives conditions under wkhahking can focus players’ beliefs on
an equilibrium even in their initial responses tgaane. But in many games the required
reasoning is too complex for a thinking justificatito be behaviorally plausibferhesigns on

trucks that say “If you can’'t see my mirrors, | ta®e you” are a symptom of the fact that—far

2 In this case their reliance on rationality is esstee, which is why adults have something to tehem. This example originally
appeared in Camerer (2003, Chapter 1), courtesp®bf the authors.

3 With rational expectations, even common knowledigationality implies only that players’ strategjiare rationalizable
(Bernheim 1984 and David Pearce 1984), which inynggimes leaves behavior completely unrestrictedti@e2.2).

4 Our statement omits some qualifications that mortant only for extensive-form games.

5 Although equilibrium is normally viewed as a modéktrategy choices without reference to thinkisigategic behavior that is
not shaped by learning from experience mustiég any structure at all, reflect some kind oftegia thinking. Behavior
that is not shaped by equilibrium thinking, for myae, will in general track equilibrium outcome @igtions only by chance.

6 E.g. Adam Brandenburger (1992). Even in high-staettings where participants hire consultantseffistemic justification of
equilibrium requires at least mutual knowledge #ibwill follow equilibrium logic, which remainsmapirically questionable.



from always following equilibrium logic—we sometisie@eed to be reminded of the importance
of considering others’ cognition at all (though ,neé presume, of the laws of optics).

In this paper we argue that it is often possiblartprove upon equilibrium models of initial
responses to games, and that better models cdgitahinking allow more useful applications.
The potential value of better models is clear ipliaptions to games without clear precedents.
But such models can help even when it is plausiidelearning has long since converged to an
equilibrium. In applications with multiple equilila; an equilibrium is often selected via learning
dynamics for which the influence of initial respeagersists indefinitely (Crawford 1995;
Camerer 2003, Chapters 1 and &nd in other applications initial responses arpantant for
their own sake, as in the FCC spectrum auctiorP(Bston McAfee and John McMillan 1996).

Even researchers who grant the potential valuempfoving on equilibrium models of initial
responses may doubt its feasibility. How can ange@hsystematically out-predict a rational-
expectations notion such as equilibrium? And how aae identify better models among the
huge number of logical possibilities? We suspeat #malysts sometimes assume equilibrium
despite weak justification, or overestimate thepgcof learning, because they hope equilibrium
will still be correct on average, or fear that with equilibrium there can be no basis for analysis.

There is now a large body of experimental resesrcduggest that neither the hope nor the
fear is justified® That research shows that subjects’ thinking itidhiesponses to games tends
to avoid the fixed-point or indefinitely iteratedminance reasoning that equilibrium often
requires. In many games this makes their decisions devigematically from equilibrium.

The deviations have a large structural compomemth favors rules of thumb that anchor
beliefs in a strategically naive initial assessnodrathers’ likely responses called “level-0” or
“L0O” and then adjust them via iterated best resporssethat_1 best responds t00, L2to L1,
and so on. People’s rules are heterogeneous, evidlisl of adjustment—or “types” as they are

called (no relation to private-information variable-drawn from a distributiononcentrated on

" Better models can also elucidate the structuteashing rules, where cognition determines whichlegies between current
and previous games players recognize and distihgsiieinforcement from beliefs-based and more stpated rules.

8 Most empirical work in economics relies on obséoral data from field settings, which we discugsewever possible. But
theories of strategic behavior are notoriously gieesto the details of the environment, and thetoad modern experimental
methods allow often gives laboratory experimendecsive advantage in testing such theories.

® As Reinhard Selten (1998) put it, “Basic concéptgame theory are often circular in the sensettieyt are based on
definitions by implicit properties.... Boundedly mtial strategic reasoning seems to avoid circulacepts. It directly results
in a procedure by which a problem solution is falifithis does not mean learning cannot converg®toeshing that an
analyst would need fixed-point reasoning to charae; just that such reasoning does not direagcdbe people’s thinking.



one to three iteratiotd.The resulting “levek’ (Nagel 1995; Dale O. Stahl and Paul Wilson
1994, 1995, “SW” (whose term is “leval); Costa-Gomes, Crawford, and Bruno Broseta 2001,
“CGCB”; Costa-Gomes and Crawford 2006, “CGC”) madel the closely related “cognitive
hierarchy” (“CH”) model (Camerer, Ho, and Juin Kuahong 2004, “CHC”) share the
generality and much of the tractability of equiliin analysis, but often out-predict equilibrium.

In a levelk model (from now on we will use “levéd- to include CH models, except when
the distinction is important), players’ types aagonal in the sense of best-responding to some
beliefs; they depart from equilibrium only in thihe beliefs are based on simple nonequilibrium
models of others. Typefor k > 1 makes decisions that are not strictly domuhed@d a levek
typek (but not always a CH typefor k > 1) respectg-rationalizability (Bernheim 1984),
making decisions that in two-person games surkinainds of iterated deletion of strictly
dominated strategies, though without explicitlyfpening iterated dominance.

As a result, in simple games the low-level tyged tlescribe most people’s behavior often
mimic equilibrium decisions, even though their #ing differs from equilibrium thinking. In
such games a lew&lanalysis can establish the robustness of equifibptedictions. But in
more complex games levkltypes may deviate from equilibrium, and a lek@nalysis can then
resolve empirical puzzles by explaining the syst&part of observed deviations. Importantly,
levelk models not only predict that deviations sometimasig they also predict which settings
evoke them; the forms they take; and given estidgee frequencies, their likely frequencies.

This paper reviews theoretical, experimental, amgirical research on strategic thinking,
focusing mainly on levek models. Our goals are to summarize and evaluatevidence for
such models, describe their theoretical properéied,illustrate their uses in applications to
settings involving novel or complex games in whasisuming equilibrium is not well justified.

Our premise is not that levklmodels describe all or most of people’s deviatioos
equilibrium: They stop short of that goal, althougare is some evidence that the deviations
they donot describe lack readily identifiable structure. &t we are motivated by the scope
and importance of the phenomena in applicationsrésast equilibrium explanation, and the fact
that simple, tractable models seem capable of enptpa substantial part of them. To the extent

that such applications are better served by levaebdels, they deserve a place in the toolkit.

191n applications, the behavioral parameters thatidiee this distribution are usually estimated friva data or calibrated using
previous estimates. Although estimates vary someadrass settings and populations, in most apicata stable
distribution that puts significant probability ondy the lowest levels captures most deviations feguoilibrium (Section 3).



We also discuss informal evidence from “folk gammedry”. Our term (see also Michael
Suk-Young Chwe 2011) is meant to suggest an anaiathyfolk physics, untrained people’s
intuitive beliefs about the laws of physics. Whydst folk instead of “real” game theory? Folk
physics imperfectly reflects real physics, but g#insight into human cognition. Folk game
theory imperfectly reflects traditional game thedwyt yields insight into behavioral game
theory, its empirical counterpart. As will be sefatlk game theory vividly illustrates the need
for nonequilibrium models of strategic thinking gordvides further support for levkimodels.

For simplicity, we assume throughout that playerge accurate models of the game and that
their strategies are rational responses to someffyetxcept for errors. We also focus on
normal-form games, except when we study commuwicalihe paper is organized as follows.

Section 2 reviews the leading models of stratd#gitking: equilibrium;k-rationalizability
and finitely iterated dominance (Bernheim 1984 Redrce 1984); quantal response equilibrium
(“QRE”; Richard S. McKelvey and Thomas R. Palfr&gh, “MP”); and levek or CH models.

Section 3 reviews experimental evidence on strategking in symmetric-information
games. We begin with guessing games in the stylelui Maynard Keynes’ (1936) beauty
contest example (Nagel 1995; Ho et al. 1998, “HCW#toni Bosch-Doménech et al. 2002,
“BGNS”) and continue with evidence from other nolftam and guessing games (SW 1994,
1995; CGCB; CGC; Costa-Gomes and Georg Weizsad@g,2CGW”). In this literaturel 0 is
usually assumed to be uniform random over otheyssible decisions, as a way of capturing the
strategically naive assessments of others’ liketponses that anchiot’s and, indirectly,
higher types’ beliefs. The evidence from the abaweé other papers generally supports ldvel
models in which players anchor beliefs in a unifeemdomL0.** But more work is needed to
evaluate the models’ domains of applicability, pbitity, and stability of parameter estimates
across types of games; specification testing; astintg for overfitting. Section 3 concludes by
reviewing existing evidence on those questionshagllighting directions for future work.

Section 4 illustrates the mechanics of lekvatodels in a simple symmetric-information
“outguessing” game from folk game theory. The gdmag a unique mixed-strategy equilibrium,

and the main strategic issue is how to responéyofbasymmetry. The heterogeneity of

1 The general principle that a leveplayer anchors his beliefs in a strategically naisgessment of others’ likely responses has
been adapted to other classes of games in twoatiee ways: In settings where salient decisioelabave an important
influence,LO is allowed to favor salient decisions; and in gamigs communication via “cheap talk’0 is allowed to favor
literal interpretations of messages. These adap&tre motivated and discussed in Sections 8 and 9



players’ levelk thinking gives a coherent account of strategic taagy, while avoiding
equilibrium’s unrealistic comparative statics inggliions in such games. This application also
concretely motivates the uniform random specifaratfL0 used in most applications.

Sections 5 through 9 illustrate the use of ldvelodels in a variety of applications for which
equilibrium analysis does not always give an adegaecount of behavior.

Section 5 considers games with symmetric inforomatusing a levek-model that extends
the uniform random specification b0 to require it to be independent of the realizatiohs
others’ private information. The model is usednalgize the results of experiments on zero-sum
betting (CHC; Isabelle Brocas et al. 2010) andianstwith private information (Crawford and
Iriberri 20074, “CI”). It gives a unified account the informational naiveté often observed with
asymmetric information—people’s failure to consitlew other’s responses depend on their
private information, as in the winner’s curse—atitkeo aspects of nonequilibrium strategic
thinking that parallel those in games with symneeinformation. Section 5 next discusses CH
analyses of field data with asymmetric informat{éexander Brown et al. 2010, Robert Ostling
et al. 2011). It concludes by discussing theork#palications of levek models to the design of
optimal auctions (Crawford et al. 2009) and efitibargaining mechanisms (Crawford 2012).

Section 6 considers symmetric-information marketyegames, where the main strategic
issue is coordination via symmetry-breaking, whghmportant in many other applications. In
Daniel Kahneman'’s (1998) and Amnon Rapoport andyDar Seale’s (2002) experimental
results, subjects’ aggregate choice frequencieg camprisingly close to the symmetric mixed-
strategy equilibrium—a result Kahneman (quoted HOC see also Section 6) called “magic”.
Perhaps more surprisingly, subjects’ ex post coatthn was systematically better than in the
symmetric equilibrium. Following CHC's (Section.ll) CH analysis, we use a lerdemodel to
analyze the simplest possible entry game, Batttb@fSexes. A levek (or CH) model resolves
both puzzles, and suggests an alternative to dldétitnal game-theoretic view of coordination
that is behaviorally more plausible and has impar@plications in other applications. Section
6 concludes with discussions of Avi Goldfarb andd@oYang’s (2009) and Goldfarb and Mo
Xiao’s (2011) CH empirical analyses of market entith asymmetric information in the field.

Section 7 continues the leMelnalysis of coordination in Stag Hunt-style ganiles those
in Douglas W. Diamond and Philip H. Dybvig’s (19&3ssic model of bank runs. Those games

have multiple symmetric, Pareto-ranked equilibimathe Pareto-superior equilibrium players’



payoffs are more vulnerable to deviations by othansl accordingly, the main strategic issue is
the “assurance” needed to support that equilibriline workhorse model of equilibrium
selection in such games has been global gamessaébfephen Morris and Hyun Song Shin
1998; David M. Frankel et al. 2003), which replattesoriginal game with a payoff-perturbed
version in which iterated dominance selects a u@guilibrium. In the simplest such games the
equilibrium selected is the risk-dominant one (JGhidarsanyi and Selten 1987); and a global
games analysis is widely believed to strengtheratgament for that conclusion. Section 7
argues that a lewdd analysis gives stronger behavioral foundationgHat conclusion in the
simplest Stag Hunt-style games, but may yield effié conclusions in more complex games.

Section 8 discusses work on coordination and @sgjng games with salient labels. Because
the labeling of players and strategies does netaffayoffs, it is traditionally excluded from
consideration in equilibrium analysis. But it woudd surprising if behavior did not respond to
salient labels, and they influenced behavior infhlas C. Schelling’s (1960) classic experiments
with coordination games and in Crawford et al.'80&) and Nicholas Bardsley et al.’s (2010)
experiments revisiting Schelling’s. In their maiaatments Crawford et al. replicated Schelling’s
finding that subjects can use salient labels tadioate with high frequency for games in which
players’ payoffs are identical. But they found thaén slight payoff differences create a player-
role-asymmetric tension between label saliencetlamihherent salience of higher own payoffs,
which interferes with the use of labels to coortBn®8ardsley et al. replicated many of
Schelling’s findings in different settings, whilsa finding some puzzling results. And in Ariel
Rubinstein and Amos Tversky’s (“RT”, Rubinstein 99@xperiments on zero-sum two-person
hide-and-seek games played on non-neutral “lanésCay salient location labels, subjects
deviated systematically from the unique mixed-sggtequilibrium in patterns that respond to
labeling, even though the essential uniquenesgufilerium seems to preclude such influence.

To explain RT’s puzzling hide-and-seek results(ZD07b) proposed a levklmodel in
which LO’s strategically naive initial assessment of othiéesly responses deviates from the
uniform random specification by favoring salientiden labels, following the same principles
in either player role. Crawford et al. proposedhailar levelk model to describe some of their
coordination results, in whidbO now responds to payoff salience as well as |addedrsce.

By contrast, some of Crawford et al.’s and Barglgleal.’s other results appear to reflect a

notion Bardsley et al. (p. 40) call “team reasohinghereby “each player chooses the decision



rule which, if used by all players, would be optifa each of them”. Section 8 concludes with
a discussion of directions for future work to idgnthe ranges of applicability of levédand
team reasoning models, and to further exploredbadations of levekmodels with salience.

Section 9 considers levklmodels of strategic communication that has no tpagoff
consequences, or cheap talk. Equilibrium analysis &rawford and Sobel (1982) misses
important features of real communication via ndtlaaguage. The fact that the receiver has
rational expectations about the sender’'s motivgdias that in two-person games of pure
conflict with known preferences, cheap talk messagest be uninformative, and must be
ignored. And the fact that messages do not direttgct payoffs precludes any role for their
literal meanings. Yet deceptive messages are conm@al conflicts, and sometimes
successful; and messages’ literal meanings plagripent role in how they are interpreted.

Crawford (2003) introduced a leviemodel of one-sided preplay communication in a two-
person game of pure conflict. Here it would be vérally odd if a player’'s assessment of the
meaning of a message did not start with its liter@rpretation, and Crawford accordingly
assumed thdtO is truthful for senders and credulous for receiv@rawford also introduced the
possibility that with given probabilities, some y#as in each role aifgophisticateénd play
(Bayesian) equilibrium strategies in a game in Wwhioth they and their possibBophisticated
partners take into account the likelihoods thatleemand receivers are lexedr Sophisticated
The model gives a richer and more realistic accotirkal communication, in which, depending
on the population frequencie€Spphisticategblayers may gain from exploiting levkiplayers,
andSophisticatedenders can sometimes deceive évephisticatedeceivers.

Section 9 next discusses Ellingsen and Ostli2p40) and Crawford’s (2007) levkl-
analyses of communication of intentions in coortloraand other games. They use similar
levelk models to elucidate long-standing puzzles about thevweffectiveness of communication
varies with its structure and with the payoff sture in experiments and presumably in the field.

Section 9 next considers Wang et al.’s (2010) expntal analysis of communication of
private information in sender-receiver games wahiplly conflicting preferences. In such
games Crawford and Sobel (1982) showed that cladiapdn convey information in equilibrium
but that information transmission must be noisyl #vat more information transmitted in the
most informative equilibrium, the closer are playgreferences. Wang et al. found, as in

previous experiments, that most senders exaggieteuth in the direction that would, if



believed, move receivers toward senders’ ideabaciespite senders’ exaggeration, their
messages contain some information, measured lpyothelation betwee® andA; and most
receivers are credulous, responding to the sendessage even more than they should. But in
spite of those deviations from equilibrium, Wan@k's results support the equilibrium-based
comparative-statics prediction that more informatiall be transmitted, the closer the sender’s
and receiver’s preferences. Wang et al.’s anabfsssibjects’ decisions and information searches
gives strong support to Crawford’s (2003) lelkehodel, and reconciles subjects’ non-
equilibrium behavior with the validation of the @durium-based comparative-statics prediction.
Section 9 concludes with discussions of Ulrike iahdier and Devin Shanthikumar’'s
(2007, 2009) CH empirical analyses of the intecacbetween stock analysts and traders.

Section 10 is the conclusion.

2. Theoretical Models of Strategic Thinking

This section reviews the leading models of stiatégnking: equilibrium plus noise-
rationalizability and finitely iterated strict don@nce, and QRE; followed by leviebnd CH
models, which are the primary focus. Like equililoni the alternatives are general models,
applicable to any game; and can be viewed as moéléhénking as well as decisions.
2.1.Equilibrium plus Noise

Any notion that is to be taken to data must alfomerrors. The obvious way to do so in an
equilibrium analysis, equilibrium plus noise, simpldds errors to equilibrium predictions. The
errors are usually assumed to have a given disimibwith zero mean and estimated precision,
with likelihoods sensitive to the payoff costs efvéhtions as in the logit distribution. The
resulting model resembles QRE (Section 2.3) innatlg cost-sensitive errors; but it is unlike
QRE in that the costs are evaluated assuming thatplay equilibrium strategies exactly.

Except in the simplest games, a player can only fiis equilibrium decision via fixed-point
or indefinitely iterated dominance reasoning. Thpegimental evidence (Section 3) suggests
that the more complex that reasoning, the les$ylikés to directly describe people’s thinking.

In games with multiple equilibria, equilibrium glimoise isSncompletan that it does not
specify a unique prediction conditional on the ealof its behavioral parameters. This has been
dealt with by estimating an unrestricted probapiitstribution over equilibria, but in our view it

is usually preferable to complete the model by agld refinement such as risk- or payoff-



dominance (Harsanyi and Selten 1987Fhat makes equilibrium yield predictions specific
enough to be useful, and puts it on an equal fgatith other models of strategic thinking.

In many applications equilibrium plus noise fitdgects’ initial responses well. But in
others, even if equilibrium is unique, initial resyses deviate systematically from equilibrium, in
ways that are sensitive to a subject’s out-of-dopiiim payoffs not only when others play their
equilibrium strategies but also when they do n&REQlevelk, and CH models all attempt to
account for the sensitivity of such deviationsdiffierent ways.
2.2.Finitely Iterated Strict Dominance andRationalizability

A common reaction to implausibility of equilibridsrthinking justification is to maintain
some or all of its reliance on rationality and atexd knowledge of rationality, while relaxing its
strong rational-expectations assumption. This gi¢he notions of rationalizability arid
rationalizability (Bernheim 1984 and Pearce 198djationalizability reflects the implications
of finite levels of iterated knowledge of rationgliA 1-rationalizable strategy is one for which
there is a profile of others’ strategies that makasoest response; a 2-rationalizable strategy is
one for which there is a profile of others’ 1-rat@tizable strategies that makes it a best response;
and so on. In two-person games a strategyragionalizable if and only if it survivdsrounds of
iterated deletion of strictly dominated strateg{@$ere are subtle differencesrinperson
games, unimportant for our purposes.) Rationalligls equivalent tk-rationalizability for all
k, reflecting common knowledge of rationality with further restrictions on beliets.

Equilibrium, by contrast, reflects the implicat®oaf common knowledge of rationality plus
at least mutual knowledge of beliefs. Any equililoni strategy i&-rationalizable for alk, but
not all combinations of rationalizable strategiesia equilibrium. However, in games that are
strictly dominance-solvable ikrounds or less-rationalizability implies that players have the
same beliefs, so that any combinatiork-e&tionalizable strategies is in equilibrium. Inokw
person games, a player can find his sét@tionalizable strategies vierounds of iterated strict
dominance, without the need for fixed-point reasgnilhus k-rationalizability is cognitively

less taxing than equilibrium, especially for snkall

12|n Crawford et al. (2010, Section 8) we argue #siimating a probability distribution over equiléorisks overfitting. With
some qualifications, Harsanyi and Selten defingffalominance as Pareto-efficiency within the gle¢quilibria. In pure
coordination games this coincides with team reasp(Bardsley et al. 2010; Section 8.3). Lekaelhd CH models ensure
completeness despite multiple equilibria (Sect®#ds2.5; see also Sections 5, 6, 8, and 9).

13 Unlike equilibrium, rationalizability ank-rationalizability restrict individual players’ stiegies, not their relationship.
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With or without multiple equilibria, rationalizdlly and k-rationalizability are incomplete, in
general implying only set-valued restrictions odiudual players’ strategies. In games that are
not strictly dominance-solvable krounds k-rationalizability allows a range of deviationstio
equilibrium, which for lowk are often consistent with the patterns in subjesftserved
deviations. However, this consistency is obtaindovedictions that may be so vague that they
are useless. In the outguessing and coordinatioregaliscussed beloany strategy is a best
response to some beliefs. One can then constrhedia” of beliefs, consistent at all levels with
iterated knowledge of rationality, and even ratladility does not restrict behavior at all. But
for mostk-rationalizable or rationalizable outcomes theddslin the helix rest on rationality-
based inferences at implausibly high levels andyale unrealisticallyacross levels.
2.3.Quantal Response Equilibrium

To capture the sensitivity of subjects’ deviatiérasn equilibrium to their out-of-equilibrium
payoffs when others may deviate from their equilibr strategies, MP (see also Robert W.
Rosenthal 1993) proposed the notion of GRRE. a QRE players’ decisions are noisy with a
specified distribution, logit in most applicatiotgned by a precision parameter. The density of a
decision is increasing in its expected payoff, eatdd taking the noisiness of others’ decisions
into account—QRE'’s key difference from equilibriyatus noise. A QRE is thus a fixed point in
the space of decision distributions, with each gtaydistribution a noisy best response to the
others’. As precision increases QRE converges tidiequm without noise; and as precision
approaches zero QRE converges to uniform randoimizaver all feasible strategies.

The fact that QRE responds to the noise in otliesisions is essential to its ability to
improve upon equilibrium plus noise. But this resg® makes QRE’s predictions highly
sensitive to distributional assumptions—more s thaguantal response models of individual
decisions or in other models of strategic thinkiRbilip Haile et al. (2008) show that by varying
the distribution QRE can “explain” any given databat has only one observation per game-

player pair. Goeree et al. (2005) have shown, hewdhat QRE with a plausible monotonicity

14 MP suggest using QRE for both initial responseslamiting outcomes, with increasing precision agduced-form model of
learning. But although QRE has until recently bsenmost popular model of initial responses, nlateglearchers consider it
suitable for that purpose. Jacob K. Goeree andi&har Holt (2004) suggest reserving QRE for limitioutcomes, and
instead propose a “noisy introspection” (“NI") mdde describe initial responses. NI relaxes QREsibrium assumption
by assuming that players form beliefs by iteratiogsy best responses as in a levatodel, except that players respond to the
noise in others’ responses. Higher-order beliefsaasumed to reflect increasing amounts of no@®serging to uniform
randomness. In special cases NI coincides with QRE. NI is cognitively less taxing than QRE becauseduires no
fixed-point reasoning, but more taxing than lekek CH because it requires more iterated best regspmnd to noisy
beliefs. We don’t discuss NI further because gaklom applied beyond Goeree and Holt (2004).
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restriction on responses to payoffs but no furthstributional assumptions does imply some
restrictions even with one observation per gamggplpair; and that QRE implies some cross-
game restrictions even without monotonicity. QREti# more than usually sensitive to the error
distribution; there is little theory to guide itgexification (but see Lars-Gdéran Mattsson and
Jorgen Weibull 2002); and the frequent use of diggt is guided mostly by fit and custom.

A QRE player must respond to a distribution ofeoghresponses and find his part of a fixed
point in a large space of response distributidnsquilibrium reasoning is cognitively taxing,
QRE reasoning is doubly taxing; and QRE is lesabenally plausible as a model of thinking.

In applications QRE’s precision is either calilechfrom previous analyses or determined by
fitting the model to data. The logit QRE or “LQR#®Hat results from assuming a logit
distribution often fits initial responses betteamhequilibrium plus noise (MP; Goeree and Holt
2001; Goeree et al. 2005). But in some settings EQR worse than equilibrium plus noise,
sometimes with errors that deviate from equilibritmthe wrong direction to fit the data (Chong
et al. 2005; Cl 2007b, Online Appendix; Ostlingaet2011, Section 11.CY?
2.4.Level-k Models

Aside from the John Maynard Keynes (1936) quotetiat heads Section 3, ledemodels
seem to have been proposed first by Nagel (199558 (1994, 1995). In a lev&lmodel
players anchor their beliefs in a strategicallyaanitial assessment of others’ likely responses
to the game called.0”, and then adjust them via thought-experiment$ vérated best
responsed:1 best responds 10, L2 to L1, and so on. Players’ levels are heterogeneous, but
each player’s level is usually assumed to be difa@m a common distribution.

Even though0 normally has low or zero frequency, its specificathas an important
influence. In most applications, including those&ections 3 to 71,0 is assumed to be uniform
random over others’ feasible decisions; or sometimieen there are more than two players, over
the relevant summary of others’ decisidh3his reflects the model’'s compartmentalizatior of
player’s thinking into a strategically naive initessessment of others’ likely responses to the
game followed by strategic thinking via a serieg@fated best responses. Bh player, for
instance, is aware that he is playing a game irchvhis payoff is influenced by others’ decisions

as well as his own; but thé by which he evaluates his decisions’ expected pgayeflects a

15 QRE, or LQRE, is seldom easily adapted to themaktinalysis, and usually must be solved for nuraéyi.
16 Sections 8 and 9 discuss alternative specificatfiongames with salient labels or communicatienexplained in footnote 11.
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strategically naive assessment of others’ respdndée incentives the game creates.L2n
player assesses others’ responses less naivelyishit model of others is still simpler than his
model of himself. Note that on this interpretattbare is no presumption thiad playersexist:
LOis simplyL1’s model of others,.2's model ofL1's model of others, and so on.

Lk rules rest on the cognitively simple operationtefation of best responses to a naive
prior, and so avoid the criticisms that epistersi@soning based on iterated knowledge of
rationality or finding a QRE’s fixed point in digtution space are too taxing for a realistic
model of thinking'’ Except forL1's response to a uniform randdr@, Lk rules need not respond
to the noisiness of others’ responses. A léusledel avoids QRE’s sensitivity to distributional
assumptions by treating deviations from equilibriasnpart of the deterministic structure, rather
than as errors or responses to errors. Bedausdes respect simple dominance, lekehodels
limit the probability of violations of simple domance more than equilibrium plus noise or QRE,
where those probabilities can approach 50%. ThetiatLk rules may deviate systematically
from equilibrium in ways that are sensitive to ofdequilibrium payoffs, often allows a levkl-
model to out-predict equilibrium plus noise or LQRE

Because k respectk-rationalizability, andk can vary across players, a lekehodel can be
viewed as a heterogeneity-tolerant refinemerti@tionalizability. It avoids rationalizability or
k-rationalizability’s unrealistic rationality-bas@uferences and cycles in beliefs by smoothing
beliefs in an evidence-based way. Unlike unrefiegdilibrium or QRE, levek models are
generically complete even in games with multiplaiioyia.

In empirical applications it is assumed thatand higher types make errors, often taken to be
logit as in equilibrium plus noise or LQRE. Applitms sometimes also allow for the possibility
that some people play their equilibrium strategaesl/or that some af&ophisticatedn the sense
of playing (Bayesian) equilibrium strategies inaarge that takes into account that other players
are either levek or SophisticatedThe population type frequencies are estimatezhliorated
from previous analyses. As expected, the estinfaggdiency olL0 is usually zero or small. The

type distribution is fairly stable across settingh most weight o1, L2, and perhapk3.

7 In our view people stop at low levels mainly besmthey believe others will not go higher, not thueognitive limitations;
but the evidence on this is not yet conclusiveowlhg levelk types to consider the possibility that others heesame level
leads to fixed-point problems like those with edpriilm, which we have argued are the main reasoplpeleviate from
equilibrium. Closing the loop by requiring ratioredpectations leads back to equilibrium, and sampirically a dead end.
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2.5.Cognitive Hierarchy (“CH”) Models

In CHC'’s closely related CH modélk best responds not tk-1 alone but to a mixture of
lower types. The distribution of rules is usualppeoximated as Poisson, with its parameter
estimated from the data or calibrated from previestsmatesLk rules’ beliefs are assumed to be
derived from that distribution by Bayesian updatiagsuming other players’ levels are lower
than the player’'s own. Thus, a @QH is the same as a levielL1, but a CHL2 or higher type
may differ from its levek counterpart. A CH.1 or higher type makes undominated decisions
like its levetk counterpart. But unlike a lev&lLk a CHLk may not respedt-rationalizability.

Section 2.4’s observations about the cognitive @disevelk types mostly carry over to CH
types. In particular, CH2 or higher types need not find fixed points or mgpto others’ noise.

In a CH model, unlike in a lex&lmodel,L1 and higher types are usually assumed not to
make errors. Instead the uniform randb@p which the Poisson distribution constrains to have
positive frequency, doubles as an error structordigher types, though this is not in any way
essential. Like a leved model, given the assumed distribution a CH modeédesgoint or mean
predictions that do not depend on its estimatedigian. But unlike a levek model, and to
some extent like QRE, the form of the distributiofluences the model’s point predictions.

In some applications the Poisson distributionasvery restrictive (CHC 2004, Section I1.B;
and Chong et al. 2005). But in others it seemsssicely restrictive (Chong et al. 2005GC;
Cl 2007ab). Like a levét-model, a CH model limits the probability of violatis of simple
dominance more than equilibrium plus noise or QREe Poisson specification is correct, CH
Lk beliefs, unlike levek Lk beliefs, become more accuratekascreases (CHC, Section Il A,
Chong et al. 2005, Section 2.1). Even if the Poisgmecification is incorrect, if the CH model is
defined flexibly enough a high&implies a more accurate model of others’ fittedisiens. But
because levels higher thk8 are rare, this seems relatively unimportant.

The fact that CHLk rules may deviate systematically from equilibriuften allows a CH

model to out-predict equilibrium plus noise or LQRE

3. Keynes’ Beauty Contest:
Experimental Evidence from Guessing and Other N6ffoam Games

“...professional investment may be likened to thosespaper competitions in which the

competitors have to pick out the six prettiest éaitem a hundred photographs, the prize
being awarded to the competitor whose choice memtiyicorresponds to the average
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preferences of the competitors as a whole; soethett competitor has to pick, not those
faces which he himself finds prettiest, but tho$ectv he thinks likeliest to catch the
fancy of the other competitors, all of whom arekiog at the problem from the same
point of view. It is not a case of choosing thogeah, to the best of one’s judgment, are
really the prettiest, nor even those which aveggeion genuinely thinks the prettiest.
We have reached the third degree where we devot@atelligences to anticipating what
average opinion expects the average opinion tébe there are some, | believe, who
practice the fourth, fifth and higher degrees.”

—Keynes (1936, Chapter 12)

Keynes’ famous analogy suggestsigomerson game whose players must outguess each
other’s responses to a payoff-irrelevant landscdpedgments about prettiness. Equilibrium
analysis is not very helpful because it rules batihfluence of such landscapes, and there are
too many equilibria. Instead the analogy sugge&tsetk model. His “fourth, fifth and higher
degrees” is more than evidence suggests is rediistimay be only a coy reference to him&&lf.

This section reviews evidence on strategic thigkrom experiments that elicit initial
responses to normal-form symmetric-information ganide evidence we present here is
representative of other evidence from symmetriofimiation games, with exceptions noted and
discussed below. We begin with Nagel's (1995), HEV&nd BGNS’s analyses of symmetric
person guessing games directly inspired by Keyaealogy. We then discuss SW'’s (1994,
1995) analyses of symmetric two-person matrix gaamesCGCB’s analysis of asymmetric two-
person matrix games. We next discuss CGC'’s anatygimostly asymmetric) two-person
guessing games. We close with a summary and direcfor future work.

Readers uninterested in the detailed evidencskiprahead to Sections 3.4 and 3.5.
3.1.Guessing or Beauty Contest Games

In Nagel's and HCW's games,subjectsii = 15-18 in Nageln = 3 or 7 in HCW) made
simultaneous guesses between lower and upper liingad 100 in Nagel, 0 and 100 or 100 and
200 in HCW). In BGNS some of the same games wexgepl in the field, by 7500+ volunteers
recruited through the newspapé&ieancial TimesSpektrum der Wissenchafir Expansionin
each case the subject who guessed closest toed argl/2, 2/3, or 4/3 in Nagef= 0.7, 0.9,

1.1, or 1.3 in HCWp = 2/3 in BGNS) times the group average guess watiza. Each

18 Tellingly, in one of the first reviews of John vbleumann and Oskar Morgenstern (1944), Jacob Makgd946) quoted this
Keynes passage and said (with reference to theryhof zero-sum two-person games) “...it seems tiatsproperly stated
differences in degrees of knowledge or intelligeotmdividual players can also be regarded assraféehe game.”
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treatment had identical targets and limits fopddlyers. The structures were publicly announced,
to justify comparing the results with symmetricarmhation predictions.

Although Nagel's and HCW's subjects played a gaepeatedly, their first-round guesses
can be viewed as initial responses if they treated influences on future guesses as negligible,
as is plausible for all but HCW's three-subjectugre. BGNS'’s subjects played only once.

With symmetric information, in all but one treatmi¢he game is dominance-solvable in a
finite (limits 100 and 200) or infinite (limits hd 100) number of rounds, with a unique
equilibrium in which all players guess their lowapper) limit whemp < 1 > 1). The
epistemic argument for this “all-0" equilibriumggronger than usual, in that it depends “only”
on (sometimes infinitely) iterated knowledge ofwatlity, not on mutual knowledge of beliefs.
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FiGure 1, RELATIVE FREQUENCIES OF CHOICES
™ THREE NEWSPAFER EXPERIMENTS

Figure 1. Bosch-Doménech et al.’s (2002) Figure 1

BGNS's Figure 1 illustrates the results (see alagel's Figure 1 and HCW'’s Figures 2A-H

and 3A-B). Subjects seldom made equilibrium guessgally. Most guesses respected at most
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three rounds of iterated dominance, although maeweeded to reach equilibrium. The guess
distributions have spikes that trackafor k = 1, 2, 3 across the different targptis the
treatments. Like the spectrograph peaks that fadkshli the existence of chemical elements, the
spikes suggest that subjects’ deviations from éxjium have a coherent structure, one that is
discrete and individually heterogeneous. The dmnatare inconsistent with “equilibrium plus
noise” or “equilibrium taking noise into accounts @ QRE, for any reasonable distribution.

Nagel's, HCW's, and BGNS'’s designs are distingeishy their large strategy spaces, which
greatly increase the informativeness of results.f8uthe purpose of studying strategic thinking,
it is a weakness that their subjects’ initial rasges were limited to one game. One observation
yields very limited information about the rule dgct was following.

There are two plausible interpretations of howdpikes’ locations vary across treatments. In
one, subjects follow “level® rules based on a uniform randd/@ as in Section 2.4, interpreted
in this n-person game as representing a strategically msitimate of the group average gu¥ss.
Lk then iterates best respon&dsnes, so that in these ganids-1 guesses [(0+100)42]* =
50p“". In the other interpretation, a subject deesunds of iterated dominance and then best
responds to a uniform prior over the average oéstlremaining strategies, a rule we it
which guesses ([0+1@6)/2)p = 500**%. Theorists often interpret Nagel's, HCW's, and B&
results as showing that subjects explicitly perfednterated dominance, but the results equally
well support the interpretation that subjects fokal levelk rules that only implicitly respect it.

In other game®k andLk+1 respond similarly to dominance, both yieldiaationalizable
strategies (the different indices are a quirk dation). Thus each completksationalizability
via a specific selection. But the distinction megtm some application®k andLk+1 are weakly
separated in SW’'s, HCW'’s, and CGCB’s experimenteyTlare strongly separated in CGC’s
experiments, and the results favor lekisliterated best responseger iterated dominance.

Nagel's, HCW's, and BGNS'’s designs have anothalaess for our purpose, in that their
subjects’ influences on others’ payoffs were naglegex ante. When the authors think about the
stock market, we know that “it” isn’t thinking abious, and that greatly simplifies our thinking.

Most games in applications are more like Warrenf@uhinking about the stock market. Results

19 |n this paper we focus mainly on two-person garbasinn-person games it may matter wheth@iis independent across
players, and the limited evidence (HCW; Costa-Goates. 2009) suggests that people have highlyetated models of
others. Here we take) to model others’ average guess, implicitly assgnpierfect correlation as the evidence suggests.
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for n-person guessing games give limited insight ineorétiprocal strategic thinking such
games require. We now turn to experiments in windividual influences are more important.
3.2.0ther Normal-Form Games

SW (1994, 1995) reported experiments in which esadiject played a series of 10 or 12
different symmetric 3x3 matrix games. As in the aamng experiments we discuss here,
subjects were randomly and anonymously pairedayp {hle games without feedback, to suppress
learning and repeated-game effects and eliciiniisponses game by game. “Eureka!” learning
was possible, but probably rare. The fact thati@sef responses was elicited for each subject
greatly increases the power of the design, busth&ll strategy spaces sacrifice some power.

SW’s (1994) data analysissed a mixture model combining a type they caledve Nash
our equilibrium plus noise (Section 2.1) with afanin randomLO0 type; anL1 as in Section 2.4;
and anL2 that differs from Section 2.4’s in best respondim@ noisyL1 (which SW motivate as
a weighted average of théil and their uniform randor0). SW (1994) found 35 of 40 subjects
for which one type had posterior probability atsie@.90: 18 2, 9 Naive Nashand 8L1.

SW (1995) generated a new dataset from a desige tb SW's (1994), but analyzed it by
adding to the mixture a noiseldsgquilibriumtype; aRational Expectations/pe that best
responds to the model’s predicted partners’ chivezguencies; and @Worldly type, which best
responds to an estimated mixture of a naisynd their noiseledsquilibrium. SW (1995) found
38 of 40 subjects for which one type had postgaiobability at least 0.90: IWorldly, 9L1, 6
LO, 5Naive Nashand 1L2. Thus they found nRational Expectationsubjects and almost
completely rejectedl2 in favor of Worldly. SW’s (1994) estimates are more consistent than
SW'’s (1995) estimates with other analyses, eaaler later. We suspect that SW’s (1995) richly
parameterize®Vorldly type, which implicitly assumes subjects share tiedyests’ understanding
of others’ responses via its dependence on parasretémated from the data, overfits the data.

CGCB reported experiments in which each subjentqul a series of 18 different asymmetric
2x2, 2x3, and 2x4 matrix games, retaining SW’s katedtegy spaces but further increasing the
number of observations per subject and avoidingsgtnc games that might blur the cognitive
distinction between own and other’s decisions. CGCRta analysis allows typéd, L2, and
L3 as defined in Section 2.4 (best responding to tedsdower-level typespl andD2 as in
Section 3.1; aEquilibriumtype like SW’sNaive Nashand aSophisticatedype that best

responds to potential partners’ observed choi@piacies (a nonparametric analog of SW’s
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1995Rational Expectationg/pe), as a proxy for subjects whose understanofisgrategic
behavior transcends mechanical rules such as liee typpes. CGCB'’s estimates of the type
distribution are quite similar to SW’s (1994). Thalgo resemble SW’s (1995) estimates, except
that, excludingNorldly, theyidentify more subjects dsl, L2, or D1.%°

3.3.Two-Person Guessing Games

CGC'’s design combines Nagel's, HCW's, and BGNS'gdastrategy spaces with SW’'s and
CGCB's series of different games, with subjectsragandomly and anonymously paired
without feedback. CGC’s subjects played a seriei6dfifferent but related two-person guessing
games. Each player has his own lower and uppet; lnoih strictly positive, which implies that
the games are finitely dominance-solvable. Eacheplalso has his own target, and his payoff
increases with the closeness of his guess to tgsttimes the other player’s guess. Importantly,
unlike in Nagel's and HCW’s guessing games, thegetsrand limits vary independently across
players and games. The games are mostly asymmeatddhe targets and limits are sometimes
both less than one, sometimes both greater thagraodesometimes “mixed”.

CGC'’s games have essentially unique equilibriagsehocations are determined by players’
lower (upper) limits when the product of targetteiss (greater) than oiéConsider for instance
a game in which the first player’s target and lgrate 0.7 and [300, 500] and the second player’s
are 1.5 and [100, 900]. The product of targets@% * 1, and it is not hard to show that the
equilibrium is therefore determined by players’ epfimits. In equilibrium the first player
guesses his upper limit of 500; but the secondggsesnly 1.5x500 = 750 < his upper limit 900.
No guess is dominated for the first player, but gugss outside [450, 750] is dominated for the
second. Given this, any guess outside [315, 50@natively dominated for the first player; and
so on until the equilibrium at (500, 750) is reatlaéter 22 rounds of iterated dominance.

The main difficulty in analyzing the data from buexperiments is identifying subjects'
decision rules within the enormous set of logicalbgsible rules. As in previous studies, CGC
assumed that each subject’s decisions follow oreeswhall set of a priori plausible rules up to
logit errors, and econometrically estimated whigle best fits his decisions. Their specification
includesL1, L2, andL3 (Section 2.4)D1 andD2 (Section 3.1)Equilibrium; andSophisticated

20 Matthias Sutter et al. (2010) replicate CGCB'sutissfor individuals and also for three-person tsam

21 The discontinuity of the equilibrium correspondendhen the product of targets equals one streseqailibrium, which
responds much more strongly to the product ofdhgets than behaviorally plausible alternative sieairules do. In this
class of games, the discontinuity also enhanceseaparation oEquilibrium from alternative rules.
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CGC'’s large strategy spaces and independent \@ariafitargets and limits across games
enhance the separation of types’ implications éogbint where many subjects’ types can be
directly and precisely identified from their guesse&ithout econometrics. Of the 88 subjects in
CGC'’s main treatments, 43 complied exactly (withif) with one type’s guesses in from 7 to 16
games (2.1, 1212, 3L3, and 8Equilibrium). Because the types specify precise, well-separate
guess sequences in a very large space, those tsujeesses allow one intuitively to “accept”
the hypothesis that they followed their apparepesy Because the types build in risk-neutral,
self-interested rationality and perfect modelshef game, the deviations from equilibrium of the
35 whose apparent types &tecan confidently be attributed to nonequilibriuniéfs rather
than irrationality, risk aversion, altruism, spite,confusiorf? Finally, because the types build in
a uniform random specification @D, that specification is directly confirmed by thetal

CGC'’s other 45 subjects made guesses that folltypeless closely. But for 31 of them,
violations of simple dominance had frequencies {eas 20% (versus 38% for random guesses),
suggesting that their behavior was coherent. Ecetriertype estimates for these 45 subjects are
concentrated ohl, L2, L3, andEquilibriumin roughly the same proportions as for the 43 with
very high compliance with a type’s guesses. Butliese subjects there is room for doubt about
whether CGC’s econometric specification omits ratevtypes and/or overfits via accidental
correlations with included types. CGC addresseti slocibts via a semiparametric specification
test, described in Section 3.5, which confirms tHatL2, L3, and perhapEquilibrium are truly
present in the population; but that omitted typescdibe only 1-2% of the population. Thus in
this setting, deviations from equilibrium otherrhal, L2, or L3 have little discernible structure.
3.4.Lessons for Modeling Strategic Thinking

Nagel's, HCW's, and BGNS's results show that initesponses can deviate systematically
from equilibrium, even when equilibrium reasoniegjuires “only” iterated dominance (though
possibly to many rounds). The deviations resemeither equilibrium plus noise nor QRE for

any reasonable distribution. Subjects’ thinkingéserogeneous, so no model that imposes

22 By contrast, in designs with small strategy spases which each subject plays a single gamen eveerfect fit may not
distinguish a type from nearby omitted types. Thlgiects in CGC’s main treatments (Baseline and @&% trained in and
quizzed on how their payoffs were determined and twidentify their and their partner's best-resgem but not taught any
decision rule. Their high rates of exact compliawié levelk types reflect their own thinking\lthough an earlier version of
Sotiris Georganas et al. (2010) claimed that CGQlgects were trained to use iterated best resppties is not true.

2C



homogeneity will do justice to their behavdrSubjects’ thinking falls into discrete classes and
may violate rationalizability, but it respedtsrationalizability for low values dt (1, 2, or 3).

SW’s, CGCB’s, and CGC'’s analyses confirm and strathese lessons. Their results suggest
that half or more of subjects’ decisions in thegametric-information normal-form games are
explained by a levet-model anchored on a uniform randa® with only the type41, L2, L3,
andEquilibrium. Estimates that make adequate allowance for eatecssuggest tha subjects
exist mainly ag.1's model of othersl.2’s model ofL1's model, and so off.And CGCB’s and
CGC's analyses suggest that there are few ifSophisticatedr Dk subjects™ Finally, CGC'’s
specification test (Section 3.5) suggests thatastlin their games, behavior that doesn’t follow
L1, L2, L3, or Equilibrium lacks readily discernible structure, so that ityrba reasonable to
treat such behavior as errors. SW’s, CGCB’s, an€8@onclusions are consistent with most
other studies of initial responses, just more prediWe discuss exceptions in Section 3.5.)
3.5.Directions for Future Work

The experiments just reviewed yield insights isti@tegic thinking in a variety of
symmetric-information normal-form games, and giubstantial support to levé&models. But
the evidence is from classes of games studiediatien, with most data analyses based on
particular econometric models of decisions alonerévork is needed to evaluate the
credibility of the models’ explanations and to asstneir domains of applicability, their
portability, and the stability of their parametstimates across types of games. We now review
some of what has been done along those linespewthat still needs to be done, and describe
the research strategies we think are most likehetosefuf®

We begin with CGC’s data analysis, which providescrete illustrations of several points.
Some conclusions can be read directly from theéimased model. Although CGC’s model nests
equilibrium plus noise, only 11 of 88 subjectsheit main treatments are estimated as

Equilibrium (and even they may be following rules that only migquilibrium; CGC, pp.

Z pllowing for heterogeneity of people’s thinkinghs out to be essential in the applications disedisis Sections 5, 6, 8, and 9.

24 CGC's econometric model implicitly allow®s, because any type with zero estimated precisiotias uniform randomness.
For all but 10 of the 88 subjects in their mairatneents, the subject’s estimated type was sigmifigdoetter than a random
model of guesses at the 5% level. Thus at the rht%b, of the subjects were better described®than their estimated types.
Unconstrained estimates that sepatt&om the error structure almost always have vew o zero frequencies .

% Thus to the extent that subjects respect iteroedinance, it is not because they explicitly parfar, but because they follow
levelk rules that respect it. This conclusion is reinéatby CGC's (2012) data on “robot/trained subjéethiere 7 of 19
subjects trained and rewardedzks and having passed™d. understanding test, “morphed” int@s, D1's closestLk relative.

28 \We focus here on settings where salience is npoitant, but we revisit some of these issues vétiesce in Section 8.
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1753-1754). Thus the analysis indicates clearlydtrategic thinking is far from homogeneous,
and that a model that allows heterogeneity hasvglapulation frequency dEquilibrium.

CGC'’s econometric model allows logit errors foclkeaype, includindequilibrium. CGC'’s
payoff function has a convenient certainty-equinatproperty (p. 1748) that limits differences
betweerkEquilibrium plus logit noise and LQRE, but they are not quiesame because the
limits create asymmetries in the error distribusidimat they respond to differently. Even so, the
multiple spikes in the subjects population’s obedrguess distributions make it clear that the
usual population-homogeneous specifications of LQREId be similarly rejected.

There is no conflict wittk—rationalizability, at least fdgt= 1, because the rules with positive
estimated frequencies all respect it. But the egtohmodel shows that CGC’s subjects’
thinking has a structure that compleltesationalizability by making more specific predaris.

It would be of interest to discriminate betweevelek and CH models, but so far no study
has clearly separated their predicted decisi6Bsit most levek estimates that make adequate
allowance for errors assidi® a much lower frequency than CH estimates do, afégn. Thus a
CH model’s Poisson constraint will often be bindiagd a levek model, which imposes no
such restriction, will fit better (see however C2@04, Section 11.B; and Chong et al. 2005).

The above observations all work within CGC’s eaustric specification, and therefore
yield little information on whether any subject&€aisions could be better explained by types
omitted from the specification; or whether any gahg’ estimated types are artifacts of
overfitting, via accidental correlations with inded types that are in fact irrelevant. To address
these issues, CGC conducted a semiparametric spdicifi test, comparing the likelihoods of
subjects’ estimated types with those of estimaéeseth on 88 “pseudotypes”, each constructed
from a single subject’s guesses in the 16 gameslddic of the test is that if an important type
had been omitted from the specification, then theyald be a corresponding cluster of subjects
whose decisions are better “explained” by eachrigipseudotypes than by any type included in
the specification. Conversely, if an irrelevantaypad been included, subjects’ decisions would
be no better “explained” by it than by chance. Bests confirm that there were no important
types omitted from CGC'’s specification, and reaffimost of CGC’4.1, L2, or Equilibrium

type estimates for individual subjects. Howevee, tists call into question most of the estimates

27|n CGC's analysis, by a quirk of design, CHC's CHandL3 are both confounded with CGC's level-2(CGC, fn. 36, p.
1763). A CHLK's best response to a mixture of lower types saaore realistic than a levéltk's best response to one lower
type, but the issue is not which would be the bettenometric specification, but which better digszs the rules people use.
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that subjects followed other types, and they ledCG&leave 33 of their 88 subjects unclassified,
mostly because those subjects’ decisions had wermible structure.

We now discuss leading examples of additional waysst a model’s specification and
evaluate the credibility of its explanation of beioa.

One way is to study cognition via measures thatgement decisions, such as monitoring
subjects’ searches for hidden information or mamgptheir neural activity.

CGCB and CGC (see also Crawford’s 2008 survey)¢c&s et al. (2010), and Joseph Tao-Yi
Wang et al. (2010) monitored subjects’ searchegiftiten payoff information in various types
of games. Noting that levéland other decision rules can be viewed as desgrimw people
reason, they used algorithmic models of how a stibjeule (equilibrium or not) drives his
thinking to derive restrictions on how the subgearches. They then used subjects’ searches,
along with their decisions, to better estimate whéds they were following. The results
generally confirm and enrich these authors’ ldvet-CH interpretations of subjects’ decisidfis.

Meghana A. Bhatt and Camerer (2005), Giorgio Gtliiand Nagel (2009), and Bhatt et al.
(2010) studied strategic thinking via fMRI, agaiinding further support for levéd-models.

Another way is to directly elicit subjects’ beliedkng with their decisions. Costa-Gomes
and Weizséacker (2008, “CGW”) reported experimenta/lich subjects made decisions and
stated beliefs about others’ decisions in 14 asymaoigvo-person 3x3 games. They elicited
beliefs via a quadratic scoring rule, which is imbee compatible when the decision-maker is a
risk-neutral expected-utility maximizer. Their eocometric analysis viewed stated beliefs as
another kind of decision and treated the two asnsgtrically as possible, with beliefs subject to
error as well as chosen decisions. Elicited bepedwide a complementary lens through which
to study subjects’ thinking. Most subjects’ stabetiefs were close tb2’s, as if they thought
others would behave &4s; but most of their decisions were closé 1. This result challenges
the usual view that the setting causes beliefschivthen cause decisions. Instead it suggests that
the decision rule is the fundamental, which in cofion with the setting drives both beliefs and

decisions. Imposing the untested restriction tleaisions best respond to stated beliefs is ri&ky.

28 CGC's design separates the search implicatiotevefk and CHL2s andL3, and the search data clearly favor the ldvel-
versions.CH_k rules are information hogs, but subjects focushemtore limited searches that suffice for levékrules.

29 pedro Rey-Biel (2009) partially replicates CGWasuilts; but his results also suggest that in cobstam games, where
equilibrium reasoning need not depend on stratbgiking, equilibrium may predict better than lexkebr other theories.
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A third way to study cognition is to monitor sub@ahats within teams with common
decisions and goals. Konrad B. Burchardi and StBfaPenczynski (2011, “BP”; see also
Penczynski 2011) adapt David J. Cooper and Joltagel’s (2005) chat method, with player
roles filled by two-subject teams with common pdgathose chat deliberations were monitored
along with their decisions. If team members cowcka on a decision it was implemented; if not
each submitted a proposal, which was implementéud pvbbability one-half. Thus a member
had an incentive both to convey his own thinkingpi®partner, and thus to the experimenters,
and to propose the decision he thought was optBRiand Penczynski elicited responses within
subjects to one of Nagel's (1995) games and to Rils-and-seek game with non-neutral
framing of locations (Section 8; Rubinstein 19992007b), also adding some structural variety.

Recall that.0 has usually been taken to be uniform random,veayeof capturing players’
strategically naive assessments of others’ likelyisions. Although most of the evidence
generally supports uniform randomnesslaés not allow a test of this independent of the
model’s other assumptiodSBP’s chats do allow such a test. In the chatd\fgel's guessing
game, more than half of BP’s subjects based tbasaning on some kind b, a majority with
a uniform randoni.0. Most of BP’s subjects also followed rules thatated best responses to
whatever theit.0 was (in level, not CH fashion). But BP’s analysis calls into qi@sthe
usual assumption tha0 is homogeneous in the population.

Although the estimated population type distribnsi@re fairly stable across the different
types of games that have been studied, evidenoediasses of games studied in isolation
allows few firm conclusions about the models’ gafizability and portability across types of
games’! A fourth way to study cognition and to evaluate tnedibility of a model’s
explanations is to create designs that add strailcrariety, preferably within subjects.

BP found that individual subjects’ estimated types only weakly correlated across Nagel's

guessing game and RT’s hide-and-seek game witmaeatral framing of locations (Section¥).

30 We note two exceptions: HCW estimated the meanpzframeterizet0 distribution, finding in Nagel's guessing gamesttha
it differs significantly from a uniform distributio And those of CGC's subjects whose guesses aoefbalmost exactly to
Lk types defined for a unifortnO provide some support for that assumption.

31 SW’s, Nagel's, CGCB's, CGC's, and CGW's designsehsome structural variety, limited to particullasses of games.

32\We have some reservations about BP’s economeeeiification, which allows a heterogened@swith bounded normal
errors, but as in some CH estimations, no errohégher types’ decisions, which are constrainedei@xact best responses to
the hypothesized beliefs. Makih@ serve both as anchor and error structure graathgases the risk of misspecification.
Even without assuming a Poisson type distributBi estimate ahO frequency of 22-37%, far higher than estimate$ wit
unconstrained distributions. We are also concetin@dBP’sn-person guessing game raises issues about strétetimg
like the extent to which subjects’ models of othaars correlated, which are far from the issuesdalsy salience in RT's
games. Games with different structures but thaeraimilar strategic issues might have been mataise for a first study.
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Cl1 (2007b) checked portability across RT’s and ttler hide-and-seek games with non-
neutral framing, finding some consistency acroseagas explained in Section 8.2.

Adding structural variety in a different way, Geangs et al. (2010) elicited subjects’
decisions in some of CGC’s guessing games and seméundercutting” games. They also
considered alternative definitionsldd. They found further support for levieland CH models
within each class of game, but moderate correlafsubjects’ estimated types across garmes.

In judging these and other results on the portgloli models across different kinds of
games, the notion of a “general” theory may regsame adjustment: Allowing behavioral
parameters an influence opens the possibilityttiet may vary with the setting. This, we
believe, should not disqualify theories with pargeng but it highlights the need for exploratory
work with specifications flexible enough to allownedible identification of the kinds of model
that may be useful. We may eventually be able ¢dipt how the parameters will vary with the
environment; but even if not, the estimated modefsture useful empirical regularities.

Another final route to progress uses models otexia thinking to interpret evidence from
observational data, whenever the field settingehssucture clear enough to make it possible to
use such models to do that. We discuss field aqipbics below whenever possible.

The experimental papers discussed here refleai@yueaging trend toward using the power
and flexibility of experimental design to assessdkneralizability, portability, and scope of
models of strategic thinking. Turning to what stidleds to be done and the research strategies
we think are most likely to be useful, we belieudlier progress will best be served by taking
full advantage of the methods now available to smpnt the analysis of decisions with other
measures of cognition; and expanding the variestroictures for which we have reliable
evidence on thinking, with a particular focus otegrative work evaluating model performance
across classes of games rather than in isolatiocch ®ork should use detailed, individual-level
data analyses that exploit the power of experini@sign to reveal subjects’ thinking as
directly as possible, not shying away from econeiteto supplement design but substituting
the power of design for sophisticated econome#&iicsuch as possible, and avoiding untestable
structural assumptions that risk bfd§.he main goals should be learning about the raofjes

% They also found some positive correlation of soisjetypes with measures of their cognitive abilltye suspect that the
relatively low correlation of types across gameduis in part to Georganas et al.’s simplificati®!tC&C'’s instructions and
omission of CGC's understanding test, which weewaliis crucial for results that are representaifvegnition in the field.

34 The common practice of using progressively mophisticated econometrics to reanalyze existingssdsasome with only
one observation per subject, seems particularikelglto yield useful information.
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applicability of existing models and the variatioinhbehavioral parameters across settings and
populations, and identifying the need for adaptetior new models—all with the view of

bringing us closer to a truly general model oftsgéc thinking.

4. M.M. Kaye'sFar Pavilions

Payoff Asymmetries in Outguessing Games

“...ride hard for the north, since they will be sy will go southward where the
climate is kinder....”

—Koda Dad, in M.M. Kay€1978, p. 97)

This section illustrates the application of lekehodels by analyzing the symmetric-
information “outguessing” game suggested by thevalgotation. As will be seen, the
heterogeneity of levek players’ thinking gives a coherent account of sfyat uncertainty in
outguessing games, while avoiding equilibrium’saatistic comparative statics implications in
such games. The thinking reflected by the quotadisa motivates the uniform random
specification olLO used here and in the applications in Sections’ to

Early in M.M. Kaye’s novellhe Far Pavilionsthe main male character, Ash/Ashok, is
trying to escape from his pursuers along a nortltksmad. Both Ash and his pursuers must
choose, in effect simultaneously, between northsamudh. South is warm, but north are the
Himalayas, with winter coming. Ash’s mentor, Kodad) nonetheless advises Ash to ride north.
Ash follows Koda Dad’s advice, the pursuers golspand Ash escapes.

Imagine that if the pursuers catch Ash, they gamunits of payoff and Ash loses two; and
that they both gain one extra unit for choosinglispwhether or not Ash is caught. This yields
the payoff matrix in Figure 2. The main strategisuie the game poses is how best to respond to
the payoff asymmetry. Its unique mixed-strategyildmum gives one answer, which we will

now contrast with the answer suggested by a lewabdel.

Pursuers
South @) North
South (o) ) °, 0
Ash 1 >
North 0 D

Figure 2.Far Pavilions Escape
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Type Ash Pursuers

LO Uniform random Uniform random
L1 South South

L2 North South

L3 North North

L4 South North

L5 South South

Table 1.Lk types’ decisions inFar Pavilions Escape

Examples like this are as common in experimentalegtheory as in fiction, but fiction
sometimes more clearly reveals the thinking behin@cision. In the quotation Koda Dad is
advising Ash to choose thé response to a uniform randdr@.* To see this, note that if the
pursuers expect Ash to go south because it's “kintleey must be modeling Ash as bh
responding to a uniform randado®; for south’s payoff advantage is decisive onlhére is no
difference in the probability of being caughtMoreover, because Koda Dad says the pursuers
will be sure Ash will go south, he must be modelingm ad.2 and advising Ash to choose the
L3 response to a uniform randdi@. The levelk model implies decisions as in Table 1. It
predicts the outcome in the novel exactly, provitted Ash id.3 and the Pursuers akt@.

How does this levek-prediction compare with an equilibrium mod&&r PavilionsEscape
has a unique equilibrium in mixed strategies, incwtAsh’s Pr{South}p* = 1/4, and the
Pursuers’ Pr{Southp* = 3/4. Thus in equilibrium the novel’s observedomme {Ash North,
Pursuers South} has probability (Jp¥)g* = 9/16: less than 1, but much better than a random

This comparison is unfair because the ldvalodel has been allowed an omniscient narrator
telling us how players think while equilibrium doest use such information. But in applications
where such information is unavailable, as in mpsgiiaations, we can derive the levemodel’s
implications as in Table 1, and estimate or caldthe population type frequencies. Suppose for
example that each player role is filled from a ®02® mixture ofL1s, L2s, and_3s and there
are no errors. Then Ash goes north with probabiitgnd pursuers go south with probability
4/5. Assuming independence, the observed outcorsh {dorth, Pursuers South} then has
probability 2/5: less than the equilibrium frequgi®¢16, but still better than a random Y.

35 Until recently we were aware of no level highearth3 anywhere in literature or folk game theory; butalua Thoma has
now identified a plausible4 in William Boyd (2006, pp. 250-251): a spy novedripaps not coincidentally.We remain
unaware of examples of fixed-point reasoning.

3¢ There is a plausible alternative interpretatiowhich the pursuers’ model of Ash ignores strategiesiderations, and given
this, uses the principle of insufficient reasoruriform randoni.0 can also be viewed as approximating random sampfing
a player’s payoffs for alternative strategy combores, unstratified by other players’ strategy clesi
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More importantly, the heterogeneity of lekgblayers’ thinking gives a coherent account of
the uncertainty in outguessing games, while avgidim unrealistic comparative statics
implication of the mixed-strategy equilibrium. lames likeFar PavilionsEscape, the
equilibrium responds to the payoff asymmetry ofte@and north in a decision-theoretically
intuitive way for pursuergyft = 3/4 > Y4, their equilibrium probability with n@rth-south
asymmetry); but in a counterintuitive way for Aglf € 1/4 < ¥%%). Yet in initial responses to
games like this, subjects’ choices tend to follaeidion-theoretic intuition in both rolésMP
and Goeree et al. (2005) discuss experiments with\atching Pennies games with payoff
perturbations in only one player role. These yieitlal aggregate choices that reflect decision-
theoretic intuition in the role with perturbed pégobut in the other role, for which the intuition
is neutral, choices deviate from equilibrium in theection that increases expected payoff, given
the response in the first role. MP (Figures 6 andnd Goeree et al. (2005) show that LQRE
with fitted precisions tracks these qualitativet@ats, although it sometimes underpredicts the
magnitudes of deviations from equilibrium, espdgitdr the player whose payoff is perturbed.

A level-k or CH model, either calibrated or estimated fromdhata, also tracks those patterns.

5. Groucho’s Curse: Zero-Sum Betting and Auctiong Wisymmetric Information

“| sent the club a wire stating, ‘Please acceptrasygnation. | don’t want to belong to any
club that will accept people like me as a member’.”

—Groucho Marx (1959, p. 321), Telegram to the Binvills Friar's Club

“Son,” the old guy says, “No matter how far yowehk or how smart you get, always
remember this: Someday, somewhere,” he says, &s@o/ng to come to you and show you
a nice brand-new deck of cards on which the seaver broken, and this guy is going to
offer to bet you that the jack of spades will jumy of this deck and squirt cider in your ear.
But, son,” the old guy says, “do not bet him, fersaire as you do you are going to get an ear
full of cider.”

—~Obadiah (“The Sky”) Masterson, quoting his fatimeeDamon Runyon (1932)

This section shows how to extend leiehodels to allow the informational asymmetries
commonly found in field applications, and uses therdiscuss laboratory and field evidence. It

shows that a model with the uniform randbéhused in most applications with symmetric

37 Ash’s counterintuitive choice would not contradiuis pattern if he were a subject because hisatedleype is in the minority.
Crawford and Dennis E. Smallwood (1984) discusstimparative statics of mixed-strategy equilibnigéerturbed Matching
Pennies games, showing that this role-asymmetiidtiveness is general when both players’ payofésperturbed.
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information, but now assumed to be independerteféalizations of others’ private
information, gives a simple account of the resaftexperiments on zero-sum betting (CHC,;
Isabelle Brocas et al. 2010) and auctions withgteuynformation (Crawford and Iriberri 2007a,
“ClI"). This account allows a unified treatment of inforima&l naiveté—people’s failure to take
into account that others’ responses will depentheir own private information, as in the
winner’'s curse—and other observed aspects of nalifagqum strategic thinking in games with
asymmetric information. The section next discusddsanalyses of field data from settings with
asymmetric information (Alexander Brown et al. 20R@bert Ostling et al. 2011). It concludes
by discussing theoretical applications of lekehodels to the design of optimal auctions
(Crawford et al. 2009) and efficient mechanismshiitateral trading (Crawford 2012).
5.1.Zero-Sum Betting

Experiments on zero-sum betting build on Paul Rgidm and Nancy Stokey’s (1982) no-
trade theorem: Suppose traders are weakly risksavaerd have concordant beliefs, and the
initial allocation is Pareto-efficient relative tioe information available at the time. Then even if
traders receive new private information, no weaklytually beneficial trade is possible; and if
traders are strictly risk-averse, no trade atsafiassible. Any such trade would make it common
knowledge that all had benefited, contradictingRlaeeto-efficiency of the original allocation.
With reference to our first quotation, this rewds been called the Groucho Marx theorem.

The fact that speculative zero-sum trades are ammimreal markets has a number of
possible explanations, one of which is nonequilibirithinking. Brocas et al.’s (2010)
experiments on zero-sum betting have the contrplired to distinguish between alternative
models of strategic thinking and models based bardactors such as hedging or the joy of

gambling (see also CHC 2004, Section VI; Rogesd.2009; and the earlier papers they cite).

Player/state A B C
1 25 5 | 20
2 0 | 30 5

Figure 3. Zero-Sum Betting
Brocas et al.’s design used simple three-statenjegames in the spirit of Milgrom and
Stokey’s market model, including the one in FigBr&he rules and the information structure
were publicly announced, so that the design coeldded to test theories that assume common
knowledge. Each of the two players, 1 and 2, iegimformation about which of three ex ante

equally likely states has occurred, A, B, or C.iddicated by the heavy borders in Figure 3,
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player 1 learns either that the state is {A or B}lmat it is C; while player 2 learns either thae t
state is A, or that it is {B or C}. Once informetie players choose simultaneously between two
decisions: Bet or Pass. A player who chooses Raes €0 no matter what the state. If one
player chooses Bet while the other chooses Pasgbtith earn 10 no matter what the state. If
both choose Bet, they get the payoffs in Figuréepending on which state has occurred.

This game has a unique trembling-hand perfect Slageequilibriunt® In this equilibrium,
player 1 told C will Bet because 20 > 10, and pi&/®ld A will Pass because 0 < 10. Given
that, player 1 told {A or B} will Pass, becauseysa 2 will Pass if told A, so betting given {A or
B} yields player 1 at most 5 < 10. Given that, @ag will Pass if told {B or C}, because player
1 will Pass if told {A or B}, so betting given {BrdC} yields player 2 at most 5 < 10. This covers
all contingencies and completes the characterizatieequilibrium, showing that the game is
weakly dominance-solvable in three rounds. In @guiim no betting takes place in any state.

Despite this clear conclusion, in Brocas et @tid previous experiments, subjects bet
approximately half the time, with strong reguladiin betting patterns across roles and states.
To explain these results, Brocas et al. propodedetk model in which, following CHC
(Section VI),L0 bids uniformly randomly, independent of its privateormation.Recall that_0
is a player’s strategically naive model of otheesponses—others whose private information he
does not observe. One could still imagiBs that reflect an influence of others’ informatimm
their responses via contingent reasoning, e.gsbyraing others never bid above their true
values. But such reasoning is seldom consisteiht iegults from other settings, and CHC'’s
specification greatly enhances thedel’s explanatory power, as will be seen. Asravjpus
analyses, Brocas et al. tobk to best respond 0, andL2 to best respond tol. Following ClI
(2007a), we call ahl that best responds to a randbfha “randomL1” even though it need not
itself be random; and we call &2 that best responds to a randbfna “randomL2".>°

Given this specification, randobi player 1s will Bet if told {C} because it yields 2010 if
player 2 Bets. Unlike in equilibrium, randdmi player 1s will also Bet if told {A or B} because
it yields 25 in state {A} and 5 in state {B}; randoLO player 2s will Bet with probability one-
half in {A} or {B}; and the two states are equallitely, so Betting yields expected payoff (25 +

%8 Trivial equilibria also exist, in which players dot bet because their partners do not bet, ththighs weakly dominated.

39 Compare Milgrom and Stokey’s (1982, p. 23) Cas®live Behavior,” in which a player simply bestpeads to his prior.
This refusal to draw contingent inferences fromeaghwillingness to bet is implied by randdri's random model of others.
Milgrom and Stokey’s Case B “First-Order Sophidima’ is then equivalent to Cl'our randob?2.
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5)/2 = 15 > 10. Randoinl player 2s will Pass if told {A}, because it yiel@s< 10. Unlike in
equilibrium, randoni.1 player 2s will Bet if told {B or C}, because it yas 30 in state {B} and
5 in state {C}; randoni.O player 1s will Bet with probability one-half in {Bdr {C}; and the
two states are equally likely, so Betting yieldpested payoff (30 + 5)/2 = 17.5 > 10. Similarly,
RandomL2 or L3 player 1s will Pass if told {A or B} but Bet if tdl{C}; RandomL2 player 2s
will Pass if told {A} but Bet if told {B or C}; andRandomL3 player 2s will Pass in any state.
Brocas et al.’s data analysis finds clusters bjestis corresponding tdls, L2s, andL3s, and
a fourth cluster of apparently irrational subjediseir mixture of levek types tracks the patterns
of subjects’ decisions much better than any altareanodel, including equilibrium plus noié@.
In related work, Camerer (2003, Chapter 6) Bmohasz Strzalecki (2010) conduct le¥el
analyses of Rubinstein’s (1989) electronic mail gaghowing that the models’ bounded depths
of reasoning make plausible predictions that adependent of the tail assumptions on higher-
order beliefs that lead to Rubinstein’s behavigratrealistic equilibrium-based predictions for
that game. Rogers et al. (2009) conduct a horgebaiwveen LQRE and CH for similar betting
games, in which a flexible “truncated heterogendd@RE” model fits better than CH or LQRE.
Carrillo and Palfrey (2009) analyze two-person gamhere players with privately known
strengths can decide whether to fight or comproniirsequilibrium players always fight
because as in zero-sum betting, they have oppogmgsts about when to compromise. But
subjects compromise 50-70% of the time; and maenpthe higher the compromise payoff.
Finally, in a horse race among LQRE, CH, and “cdisguilibrium” (Erik Eyster and Matthew
Rabin 2005, “ER”; Section 5.2), the results favdrend of LQRE and cursed equilibrium.
5.2. Auction Experiments
There is a rich literature on sealed-bid asymroétfiormation auction experiments, which
developed independently of the literature on garpeements, despite similar goals. In auction
experiments subjects’ initial responses tend toleixbverbidding relative to the risk-neutral
Bayesian Nash equilibrium, whether the auctionrg-for second-price, independent-private-
value or common-value (e.g. Kagel and Levin 1988,"; and Goeree et al. 2002). The
literature proposes to explain overbidding by “pywinning” or risk-aversion in independent-

private-value auctions, or by the winner’'s curseammon-value auctions. Those explanations

40 3s in this 3-dominance-solvable game corresporitdilibrium players. Brocas et al.’s analysis of their lookiapa
reinforces their levekinterpretation of their decision data, and is ewitk against LQRE or even CH.
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are only loosely related to those proposed foratewis from equilibrium in other games, and it
would plainly be useful to unify the explanatiorfisionequilibrium behavior in common-value
auctions and other asymmetric-information games&rgormational inferences are relevant;
and also to unify the explanations for common-valnd independent-private-value auctions.

KL and ER took a first step, formalizing the inttan behind the winner’s curse in models in
which “naive” bidders do not adjust their valudrastes for the information revealed by
winning, but otherwise follow Bayesian equilibriuBR’s notion of cursed equilibrium, in
which people do not fully take into account theretation between others’ decisions and private
information but otherwise follow equilibrium logigeneralizes KL's model to allow levels of
value adjustment from equilibrium with full adjusnt to “fully-cursed” equilibrium with no
adjustment; and from auctions to other kinds ofasgtric-information game$.KL's and ER’s
models allow players to deviate from equilibriumyoim their informational inferences, and
reduce to equilibrium in independent-private-vadwetions or symmetric-information games.

ClI (2007a) propose a levklanalysis to unify the explanations of deviatioresrir
equilibrium in initial responses to independentsate-value or common-value auctions or to
other kinds of games, without invoking joy of wingi risk-aversion, or cognitive biases.

The main issue is how to specif@. In auctions there are two leading possibilitRandom
L0, as in the above analysis of zero-sum betting, bind®rmly between the lowest and highest
possible values, independent of its own valuethful LObids its expected value conditional on
its own signal, which is meaningful in auctions.l@ild separate type hierarchies on the@s
stopping for simplicity at2: Random(Truthful) Lk is defined by iterating best responses from
Random(Truthful) LO. CI allow each subject to be one of the typesnfesther hierarchy.

ClI show that most conclusions of equilibrium aocttheory are robust to deviations from
equilibrium structured by a lev&model. AnLk type’s optimal bid must take into account value
adjustment for the information revealed by winningommon-value auctions, and the bidding
trade-off between the higher price paid if the liddins and the probability of winning in first-
price auctions. The lev&model allows a tractable characterization of thesees, which
closely parallels Milgrom and Robert J. Weber's§2Pequilibrium-based characterization.

With regard to value adjustment, Randbindoes not update on winning because its
RandomL0 model of others bids independently of their valaes so Randorhl is fully cursed

1 ER also show that cursed equilibrium can explaimzsum betting with a probability that is positivet less than one.
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in ER’s sense. Thus the random type hierarchyesdin explanation of informational naiveté
with explanations of nonequilibrium strategic thim that have had success in other settings.
Other types condition on winning in various wayahislconditioning tends to make bidders’ bids
strategic substitutes, in that if it's bad newd t@u beat equilibrium bidders, it's even worse to
have beaten overbidders; thus the higher are othidss the greater the value adjustment. The
bidding tradeoff, by contrast, can go either wasgt gs in an equilibrium analysis.

Most equilibrium results survive, qualitatively, the levelk analysis. The main exceptions
are those that rely on bidders’ ex ante symmetngyTare altered, even though players are
objectively symmetric, because lekgblayers have simpler models of others than of tledwes.

Cl ask whether an estimated mixture of lek@pes fits the initial response data from classic
auction experiments better, taking the numbersacdmpeters into account, than equilibrium plus
noise; cursed equilibrium; or for private-value s, LQRE. In three of four leading cases, a
levelk model does better than the alternatives. In theticzase, KL's first-price auction, the
most flexible cursed-equilibrium specification feasmall advantage; but that disappears when
the cursed-equilibrium specification’s number ofgraeters is made comparable to that of the
levelk model. Except in KL's second-price auctions, wheeny subjects seem to have been
confused, the estimated type frequencies are sitildnose estimated for non-auction
experiments, with results generally favoring thed@m over the truthful type hierarchy.
5.3.Acquiring a Company and the Winner’s Curse

Charness and Levin (2009, “CL") report experimehtg seek to test whether the winner’s
curse is due to nonequilibrium strategic thinkimgognitive failures of individual optimization
when it requires complex inferences. CL’s experita@mne based on William F. Samuelson and
Max H. Bazerman’s (1985) “Acquiring a Company” gam&ame-theoretic analog of a
“lemons” market. There are two risk-neutral playarbidder and a responder. The responder
owns an indivisible object and the bidder makemgle bid for it. If the bidder accepts the bid
the object is transferred at the bid price; if nbére is no deal. The value of the company to the
responder is an integer between 0 and 100 inclugiile each of these values equally likely.
Only the responder observes his value, before st dacide whether to accept; but the bidder
knows that, whatever the value, it is 50% largerion than for the responder; and this fact and

the value distribution are common knowledge.
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This game has an essentially unique perfect Bagesjuilibrium, in which the bidder bids
zero and the responder rejects that bid, but wactépt any offer greater than his value. In
equilibrium the bidder draws a contingent inferefroen the responder’s willingness to accept,
like those required to overcome the winner’s cuansavoid losing a zero-sum bet. If the bidder
offersx > 0, the responder will accept only if his valeddss thax, so conditional on
acceptance, given the uniform distribution, th@oesler's expected valuex® and the bidder’'s
is /4. Thus accepting loses the bida&¥ on average, his optimal bid is 0, and no transfk
occur, even though it is common knowledge thaaastfier is mutually beneficial at some prices.

Despite this clear equilibrium prediction, expegmtal subjects often trade, at prices that
seem to split the expected gains from trade frorxaante point of view, even though the
responder observes his value before the gameysgI&L’s design uses “robot” treatments in
which a bidder’s decisions determine his payofésshme way a rational responder’s decisions
determine his payoffs in Acquiring a Company, thé tobot responder is framed not as another
player but as part of the game. (John S. Carrall.et988 ran the same treatment, their “beastie
run”, with similar results.) But because the ropaiblem involves no decisions by others, cursed
equilibrium or levelk players, taken literally, should get its informatib inferences right. But
CL’s subjects in the robot treatment do not geght, overbidding as much as in a normal (non-
robot) treatment. On that basis CL argue that cuesgiilibrium or levek models do not explain
the overbidding commonly observed in normal Acangra Company treatments.

In our view Carroll et al.’s and CL'’s results dotmundermine the support for levebr
cursed-equilibrium models from more conventionaerikments. Those models were originally
formulated for settings in which the main diffiquis predicting and responding to others’
decisions, simplifying other aspects of the probteraxplore their implications as transparently
as possible. There is no reason to expect suchufations to translate unmodified to settings in
which the complexity has been shifted from the éotpeople” part of the problem to the “own
decisions” part. CL’s failure to find significanifiérences across normal and robot treatments
would not be evidence against the most obviousrgérations of levek or cursed-equilibrium
models?? CL'’s results simply highlight the need for moregeal models that addresses both the

cognitive difficulty of predicting others’ resporst a game and drawing inferences from them,

42 However, we doubt that such mechanical generadizatiould be empirically very useful, because wapsat people use
different cognitive routines in games against ceher players than in decision problems basedheorétical other players.
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and the difficulty of drawing analogous inferengeslecision problems. Future work should
further map the domains of applicability of exigtimodels and identify specific models that
explain why people do not always make rationalquriléorium responses, integrating what
cursed-equilibrium or levéi-models get right with better models of the aspettgnition they
do not adequately address, such as reasoning gention future events.

Asen lvanov et al. (2010; “ILN”") continue CL'’s iastigation. Their design is based on
Jeremy Bulow and Paul Klemperer’s (2002) Maximunm@aa second-price common-value
auction in which both bidders’ values equal the imaxn of their independent and identically
distributed value signals. The Maximum Game is Wedkminance-solvable in two steps, with
truthful bidding its unique equilibrium. ILN run ke treatments, each with two parts. In part |
subjects are randomly paired to play the game vathe signals sampled without replacement,
enough times that a subject’s bids generate aibmotapping each possible value into a bid. In
part Il subjects play the game with the same péssiflue signals in a different, randomized
order, but now against a computer “robot” that ubessubject’s own bidding function from part
I. ILN argue that if overbidding in part | is du@ mon-equilibrium beliefs, subjects who overbid
in part | should overbid less in partdécause the best-responses to their part | bidhane
lower than their part | bids. Most of ILN’s subjeaiverbid for at least one value signal in part I.
ILN used criteria based on the data to selectubset of their subjects whose data they
analyzed. For those subjects much of the part logdding persists in part Il, and there was no
significant difference in the median response for signal. ILN conclude from this failure to
find significant differences that beliefs-basedatfies cannot explain their results.

Costa-Gomes and Makoto Shimoji (2011) critique 'H.briteria for selecting subjects and
reanalyze ILN'’s data without excluding any subje@tsey show that ILN’s prediction of less
overbidding in part Il can only be applied to theebidding of one third of their subjects, and
that half of such data actually conforms to thedmt#on, undermining ILN’s rejection of beliefs-
based theories. Costa-Gomes and Shimoji also dawliN's theoretical comparative-statics
argument is incomplete for at least one beliefedanodel, in that their predictions are based
solely on randoni.1, but as in CI's (2007a) analysis of auctions, mandl2 can deviate from
equilibrium in the opposite direction, reversing tomparative statics.

Salvatore Nunnari et al. (2011) also reanalyze'slddita without excluding subjects. Noting

that ILN’s design very weakly separates alternatineories, they show that if one allows
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decision noise, ILN’s results are fully consistesith a wide range of beliefs-based models,
including cursed equilibrium, CH, QRE, or hybridsGH and QRE.

We also note that ILN’s inferences are basedd@gton their failure to find significant
differences in the direction they argue is predidig beliefs-based models. Yet the Maximum
Game requires very subtle inferences. As Bulowkdedperer said of its equilibrium
predictions, “...the Maximum Game, provides a goastration of how a different choice of
value function...can make it easy to obtain extrepsVerse’ results.” ILN’s data are extremely
noisy, with 25% of subjects’ bids 10 or more (innp&ases, thousands) times higher than the
largest possible valui.With such a low signal-to-noise ratio, negativieiances based on a
failure to find significant differences across treants could be used to reject any theory. ILN’s
paper makes clear the importance of experimentdlaes that, like most of those discussed in
Section 3, compare specific positive predictionseaoleon complete models of behavior,
evaluated via individual-level analyses of datafet® designs that generate coherent results.
5.4.Field Studies: Movie Opening and Lowest Unique ®Rasinteger Games

Alexander Brown, Camerer, and Dan Lovallo (201 field data to study an asymmetric-
information signaling game with verifiable signafém distributors face a choice between “cold
opening” a movie and pre-releasing them to critickhe hope that favorable reviews will
increase profits. In perfect Bayesian equilibriwold-opening should not be profitable, because
moviegoers will infer low quality for cold-openecnies; as a result there should be no cold
opening, except possibly by the worst movie typet distributors sometimes cold-open movies,
and in a set of 1303 widely released movies, cpkhong increased domestic box office revenue
(though not foreign or for DVD sales) by 10-30% or®vies of similar quality that were
reviewed before release. Further, ex post fangstan the Internet Movie Database were lower
for cold-opened movies. Brown et al. use a CH mealekplain these results. Both features
suggest that moviegoers had unrealistically higheetations for cold-opened movies, which is
hard to explain using theories others than CHelle. However, movie distributors do not
appear to take advantage of moviegoers’ lack dfistipation, since only 7% of movies were
opened cold despite the expected-profit advantage.

Ostling et al. (2011) study a novel set of fietltalfrom a Swedish gambling company, which
ran a competition for a short period of time invotya “lowest unique positive integer” or LUPI

3 This exposed subjects to large negative payoffs/fich they could not be held liable, thus losamtrol of preferences.
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game. (They also studied experimental data frorallghtreatments.) In the LUPI game, players
strategically simultaneously pick positive integangl the player who chose the lowest unique
(that is, not chosen by anyone else) number wppriza. Except for the uniqueness requirement,
the game is like a first-price auction with the &st/bid winning.

The game would have symmetric information excleat participants had no way to know
how many others would enter on a given day. Theastdeal with this by adapting Myerson'’s
(2000) Poisson games model, in which fully ratigulalyers face Poisson-distributed uncertainty
about the number of players. They characterizé thel game’s unique symmetric Poisson-
Nash equilibrium, and compare it to the predictiohsersions of QRE and CH models, using
both the field data and data from experiments ugisgaled-down version of the LUPI game.

In both the field and the laboratory, participatctt®ose very low and very high numbers too
often relative to the Poisson-Nash equilibrium, axdid round and salient numbéfddowever,
initial responses are surprisingly close to theldayium, even though the setting surely prevents
participants from computing it. Learning bringsrtheven closer to equilibrium in later periods.

In comparing the data to the predictions of varsiof QRE and CH, Ostling et al. assume
that both have power rather than the usual logiretistributions, and they allow the CH types
to best respond to the noise in others’ decisfoiiiey find that relative to the Poisson-Nash
equilibrium, power QRE predicts too few low-numilslpices, deviating from equilibrium in the
wrong direction, while CH predicts the pattern oled in the field data.
5.5.Level-k Mechanism Design

A number of recent papers reconsider mechanisigrdésking a “behavioral” view of
individual decisions or probabilistic judgment, Itiére are few analyses of design outside the
equilibrium paradigm. Replacing equilibrium withreodel that better describes responses to
novel games should allow us to design more effeatiechanisms. It also suggests an evidence-
based way to assess the robustness of mechaniamathing previously left to intuitiof?.

Crawford et al. (2009) relax the equilibrium asgtion in mechanism design, maintaining

standard rationality assumptions regarding decssamd probabilistic judgment. They conduct a

44 Salience plays a similar role in CI's (2007b) gsi of hide-and-seek games (Section 8.1).

45 A standard CH model would not fit the LUPI datalwel would choose 11,2 2,1.3 3 or less, antlk k or less. But best
responding to power errors sometimes mak&s modal choice higher than 5 (Ostling et al., F&gA6)). This is not a
criticism of Ostling et al.’s CH analysis, but angeal limitation of the structural features of misdéke levelk or CH.

46 A mechanism that implements the desired outconaininant strategies or after a small number ofidsiof iterated
dominance will evoke the desired response from heest-k types that are likely to be observed. It may theeeperform
better in practice than a mechanism that can ttieally implement better outcomes, but only in édpaium.
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levelk analysis of optimal sealed-bid auctions with symmodtidders who have independent
private values, for which Myerson (1981) gives enptete equilibrium-based analysis. Their
model follows CI's (2007a) levéd-analysis of behavior in auction experiments, withex a
randomLO that bids uniformly over the range of possible mds truthfulLO that bids its

private value. Bidders are drawn from a given papah of levelk types, known to the designer.

With independent private values, revenue-equicadails because lev&ltypes respect
simple dominance, hence a second-price auctiondepes the expected revenue of equilibrium
bidders, while a first-price auction may do bettecause types like Randdrh tend to overbid.
The optimal reserve price may be large with equtiin bidders but small with levéd bidders,
or vice versa. In theory, a designer can use exoiition forms to exploit leved bidders’
nonequilibrium beliefs to obtain very large expéatevenues. But as Crawford et al. note, a
general formulation of the design problem must &@k®sition on how the design influences the
rules that describe bidders’ behavior, and develefhods to deal with that influence.

Crawford (2012) relaxes the equilibrium assumptiofavor of a similar levek model in
Myerson and Mark Satterthwaite’s (1983) analysisftitient bilateral trading mechanisms with
independent private values. In the leading caseibbrm value distributions, when attention is
restricted to incentive-compatible mechanisms (aefifor levelk rather than equilibrium
traders), the double auction Myerson and Satteitbvwgowed to be equilibrium-incentive-
efficient in that case remains efficient in the ailevelk-incentive-compatible mechanisms for
a wide class of levét-models. But the revelation principle fails with &k traders. Just as
incentive-compatible mechanisms may counteracexicessive aggressivenesd aftraders in
the double auction, non-incentive-compatible dirmethanisms may increase the efficiency of
trading above the Myerson-Satterthwaite boundrfoemtive-compatible mechanisms by tacitly

exploiting traders’ non-equilibrium beliefs to matkem bargain less aggressively.

6. Kahneman’s Entry Magic: Coordination via Symmetrgdking

“...to a psychologist, it looks like magic.”
—Kahneman (1988), quoted in CHC

This section discusses levetnodels of symmetric-information market entry ganies,

which n subjects choose simultaneously between entering) ¢r staying out (“Out”) of a
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market with given capacity. In yields a given piesgitprofit if the number of entrants exceeds a
given market capacity; but a negative profit if tnany enter. Out yields profit of 0, no matter
how many enter. In these games efficient coordmmatequires breaking the symmetry of
players’ roles, so that the capacity will be exafitled. Because subjects cannot distinguish one
another, it is not sensible to predict systematffer@nces in their behavior, and the natural
equilibrium benchmark is therefore the unique, sytiio mixed-strategy equilibrium, in which
each player enters with a given probability thakesaall players indifferent between In and Out.
That equilibrium is inefficient, yielding an expedtnumber of entrants approximately equal to
market capacity, but with a positive probabilitatleither too many or too few enter. The
“magic” to which Kahneman refers is that even iaitlnitial responses to the game, subjects’
independent decisions came surprisingly closedatigregate choice frequencies of the
symmetric equilibrium. Perhaps more surprisinghgit ex post coordination was systematically
better (number of entrants stochastically closen#éoket capacity) than in the equilibrium.

The section begins, following CHC'’s (Section I).CH analysis, by using a levkeimodel to
analyze Battle of the Sexes, which is like a twospe entry game with capacity orelevelk
model resolves both puzzles by showing that therbgeneity of strategic thinking mimics the
mixed-strategy equilibrium’s decision frequencied allows some players to mentally simulate
others’ decisions and accommodate them, whichdsdglyames yields better coordination than
in the mixed-strategy equilibrium. The model sugg@sbehaviorally plausible alternative to the
traditional view of coordination, which has impartamplications in other applications. The
section concludes by discussing of Avi Goldfarb &atao Yang's (2009) and Goldfarb and Mo
Xiao’s (2011) CH empirical analyses of market emtith asymmetric information in the field.
6.1.A Level-k Analysis of Two-Person Entry/Battlehaf $exes Games

Consider a two-person Battle of the Sexes ganteawit 1, as in Figure 4. The unique
symmetric equilibrium is in mixed strategies, witke Pr{In} = a/(1+a) for both players. The
mixed-strategy equilibrium expected coordinatiote fia (1 —p) = 2a/(1+a)?, and players'’
equilibrium expected payoffs as&1+a). This expected coordination rate is maximized mée
=1, where it takes the value ¥2. Weh» 1 the expected payoffs aaél+a) < 1: worse for each

player than his worst pure-strategy equilibrium.aAs «, 2a/(1 +a)> — 0 like 1A.
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Now consider a levet model in which each player follows one of four tydel, L2, L3, or
L4, with each role filled by a draw from the samdrilisition. For simplicity assume the

frequency olLO is 0, and that 0 chooses uniformly randomly, with Pr{Iin} = Pr{Oug 1/2.

In Out
In 0 1
0 a
a 0
Out 1 0
Figure 4. Battle of the Sexes
Type pairings L1 L2 L3 L4
L1 In, In In, Out In, In In, Out
L2 Out, In Out, Out Out, In Out, Out
L3 In, In In, Out In, In In, Out
L4 Out, In Out, Out Out,In Out, Out

Table 2. Outcomes in Battle of the Sexes

L1s mentally simulat€0s’ random decisions and best respond, thus, auttl, choosing In;
L2s choose Out;.3s choose In; antd4s choose Out. The predicted outcome distribution is
determined by the outcomes of the possible typenggsi (Table 2) and the type frequencies. If
both roles are filled from the same distributiolayers have equal ex ante payoffs, proportional
to the expected coordination rat@ behaves liké.1, andL4 like L2. LumpingL1 andL3
together and letting denote their total probability, and lumpihg andL4 together, the
expected coordination rate i8(2 —v), maximized at = %2 where it takes the value ¥2. Thus for
v near Y2, which is behaviorally plausible, the camaton rate is near %2. For more extreme
values the rate is worse, converging to ® as 0 or 1. But because the equilibrium rate af{(2
+a)’> - 0 like 14, even for moderate valuesafthe levelk coordination rate is highéf.

The levelk analysis suggests a view of tacit coordinationegditferent from the traditional
view, and illustrates the importance of the hetermity of strategic thinking the model allows.

With levetk thinking, equilibrium and refinements like risk- payoff-dominance play no role in

47 This analysis highlights a drawback of lekehodels, in that without payoff-sensitive errot=it predictions are independent
of a as long as > 1, while behavior is often sensitive to suchapagter variations. Adding payoff-sensitive erromild help
to remedy this, but probably not enough to makentbdels fully descriptive of observed behavior. C{8&ction I11.C) and
Chong et al. (2005, Section 2.1) argue that in¢higext, CH models fit better than lewetnodels because they yield smooth
monotonicity of entry rates as market capacityéases, while a levédmodel implies a step function. However in most of
the datasets CHC consider, unlike in their CH mathelre are congestion effects that allow payoiffsgieve logit errors like
those in a typical levet-analysis to smooth entry as well. As CHC showtGé& model can produce entry which is
monotonic in market capacity and approximates thedastrategy equilibrium; but it can also expltie facts that subjects
tend to over-enter at low market capacities ancersedter at high capacities, which equilibrium aann
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players’ thinking. Coordination, when it occursais accidental (though statistically predictable)
by-product of the use of nonequilibriuskecision rules. Even though players’ decisions are
simultaneous and independent, the heterogenestiyategic thinking allows more sophisticated
players such als2s to mentally simulate the decisions of less sdiglai®d players such &4s
and accommodate them, just as Stackelberg followeutd do. Mental simulation doesn’t work
perfectly, because dr? is as likely to be paired with anothe? as anL1. Neither would it work
if strategic thinking were homogeneous. But it'syveurprising that it works at all.
6.2.Field Studies: CH Analyses of Entry Games
The same issues arise in Goldfarb and Yang's (@08 Goldfarb and Xiao’s (2011) field
studies of asymmetric-information entry games. €hstadies are of particular interest because
they are among the first studies of nonequilibrimadels of strategic thinking using field data.
Goldfarb and Yang (2009) apply an asymmetric-infation CH model to explain choices by
managers at 2,233 Internet Service Providers ([I8P997 whether or not to offer their
customers access through 56K modems versus thaasthiinen, 33K modems. There were two
possible 56K technologies, one by Rockwell Semicatal and one by US Robotics. Thus an
ISP manager had four alternatives: (i) adopt neiehnology, (ii) adopt Rockwell’s, (iii) adopt
US Robotics’s, or (iv) adopt both. Controlling foarket and ISP-specific characteristic,
Goldfarb and Yang adapted the CH model to desthibdeterogeneity in ability or strategic
sophistication among the ISP managers in thessidasi They assumed (departing from the
usualL0 specification) that ahO manager maximizes profits on the assumption thatilhée a
monopolist; arL1 manager on the assumption that his competitorshelll0s; anL2 manager
on the assumption that his competitors will be stimeated mixture ofOs andL1s, and so on.
They found significant heterogeneity of sophisimatamong managers, with an estimateithe
averagekin a CH model, of 2.67—seemingly higher than mostipus estimates, but th¢i®
is in some respects akin to bh which would bring it more in line with previoustenates.
Goldfarb and Yang's CH model fits no better theBiagesian equilibrium plus noise model,
but their CH estimates have interesting and plaesibplications. Interestingly, they suggest
that relative to equilibrium, heterogeneity of stgic thinking slowed the diffusion of the new
56K technology, with more sophisticated managdgsslikely to adopt, anticipating more
competition. Managers behaved more strategicalliheé sense of higher estimatex if they

competed in larger cities, with more firms, or iankets with more educated populations.
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Finally, those managers estimated as more stratedi®@97 were more likely to survive through
April 2007. We note however that in a CH model,utjio not a levek model, a highek implies
a more accurate model of others’ fitted decisi@amsl hence higher predicted expected profits
against the heterogeneous population of playéasas. Thus, in a CH model a firm that does
well in the market must have had a higke®©nly a model that allows the possibility thatranf
might err by perceiving others as being of a higaeel than they are allows independent
inferences about a firm’s level of sophisticatioml és beliefs about others’ sophistication.
Goldfarb and Xiao (2011) applied a similar CH moabeéxplain managers’ choices whether
to enter local U. S. telecommunications marketsrafiteTelecommunications Aof 1996,
which allowed free competition. Using Goldfarb arahg’s (2009)L0 specification, they found
that more experienced or better educated managebeter, entering markets with fewer
competitors, on average; having better survivas;aand having higher revenues conditional on
survival. Estimated sophistication rises from 1892002. The CH model fits much better than
an equilibrium plus noise model in 1998, but origtgly better in 2002, in keeping with the

view that models like CH are best suited to initedponses to novel situations.

7.Bank Runs: Coordination via Assurance

“A crude but simple game, related to Douglas Diadhand Philip Dybvig’'s (1983)
celebrated analysis of bank runs, illustrates softkee issues involved here. Imagine that
everyone who has invested $10 with me can expezro $1, assuming that | stay solvent.
Suppose that if I go bankrupt, investors who renase their whole $10 investment, but
that an investor who withdraws today neither gaimisloses. What would you do? Each
individual judgment would presumably depend on®assessment of my prospects, but
this in turn depends on the collective judgmerdlbbf the investors.

Suppose, first, that my foreign reserves, abibitynobilize resources, and economic
strength are so limited that if any investor witnds | will go bankrupt. It would be a Nash
equilibrium (indeed, a Pareto-dominant one) forrgoee to remain, but (I expect) not an
attainable one. Someone would reason that somésemeveuld decide to be cautious and
withdraw, or at least that someone would reasonsiiieone would reason that someone
would withdraw, and so forth. This...would likely kb#o large-scale withdrawals, and |
would go bankrupt. It would not be a close-run ¢hin.Keynes’s beauty contest captures a
similar idea.

Now suppose that my fundamental situation were sh@heveryone would be paid off as

long as no more than one-third of the investorsetho withdraw. What would you do
then? Again, there are multiple equilibria: every@hould stay if everyone else does, and
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everyone should pull out if everyone else doestleimore favorable equilibria [sic]
seems much more robust.”

—Lawrence H. Summers (2000)

Summers (2000) views bank runs asigrerson coordination game with Pareto-ranked
equilibria, a kind of generalized Stag Hunt gaméd3iamond and Dybvig's (1983) model.
This section uses lev&lmodels to study coordination in such games.

Summers’ game can be represented by a payoff &ghile Figure 5. The summary statistic
measures whether the required number of investays én. In Summers’s first example, all
investors must stay In to prevent collapse, ssthemary statistic equals In if and only if all but
the representative player stay In. In his secoraigse two-thirds of the investors must stay In,
so the summary statistic equals In if and onlyis$ is the case, including the player himself.
Each example has two pure-strategy equilibria:Ifdlland “all-Out”. All-In is Pareto-superior
to all-Out, but it is also more fragile, with paj@Mmore vulnerable to deviations by others.

Summary statistic

In Out
Representative In 1 -10
player Out 0 0

Figure 5. Bank Runs

Summers’ discussion presumes that some equilibwiihgovern play. To capture his
intuitions in a model it is necessary to complefaibrium by adding a refinement that selects a
unique equilibrium in these games, such as HarsarnyiSelten’s (1987) notions of payoff-
dominance or risk-dominance. Payoff-dominance skt equilibrium that is not Pareto-
dominated by any other equilibrium, in this casiéIfe, for any population size.

Risk-dominance selects the equilibrium with thgést “basin of attraction™—the set of
initial beliefs that yield convergence of best m@sges to that equilibrium, assuming players’
beliefs are independent. In two-person games likar8ers’ examples, risk-dominance therefore
selects the equilibrium that results if each pldyest responds to a uniform prior over others’
strategies. For Summers’ payoffs, whether all itassor only two-thirds must stay In to
prevent collapse, risk-dominance selects the atleQuilibrium for anyn. Even with much less
extreme payoffs, say with -1.5 replacing -10, arith wnly two-thirds In needed to prevent
collapse, risk-dominance selects the all-Out elguim for anyn, because no makes the

probability at least 0.6 that at least two-third$1d independent Bernoulli trials yield In.
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As Summers suggests, coordination on the all-tnliegum is behaviorally implausible in
his examples, even for smallNeither does risk-dominance fully reflect his ¢arr) intuition,
because all-In is “much more robust” in the secexaimple, but all-Out remains risk-dominant.

Many people are skeptical of risk-dominance aodehof strategic thinking. Many of them,
possibly including Summers (p. 7, footnote 9) aa&ssured by the fact that equilibrium selection
in bank-runs games can be predicted via a “glohales” analysis as in Morris and Shin (1998)
or Frankel et al. (2003), which has become thedstahmodel of equilibrium selection in bank-
runs games. Global games replaces the original gfriesinformation game with a version with
privately observed payoff perturbations that sgtesrtain distributional assumptions. In bank-
runs games and some other games, the perturbednverslominance-solvable with a unique
equilibrium. Thus the global games analysis impliegjue equilibrium selection without
recourse to a refinement. But in the simplest bams games, including Summers’ examples,
global games again selects the original game’sd@kinant equilibrium.

We now argue that a levklanalysis has stronger behavioral foundations thamgkobal
games approach. The two approaches yield similalasions in the simplest bank-runs games;
but a levelk analysis yields conclusions that differ in impotteys in other games.

Consider a levek-analysis of the game in FigurelSL best responds to the distribution of
others’ decisions from independent draws from doum randomL0. Given the symmetry of the
game L1 players all have the same response, ds2duayers, and so on. Thus any lekel-
model in which the frequency &b is 0 selects the risk-dominant equilibrium witlolpability 1,
as in the global-games analysis (see for exampl€,G¢éction 111.B).

This result can be viewed as establishing theswiass of a global-games analysis, working
with the originally specified game rather than difiaial perturbed game, and avoiding the need
to assume more iterated dominance than most pedpleking respects.

But in more complex games a lekeinodel may yielcconclusions that differ from global
games. More importantly,0 makes it easy to combine realistic models of sffatinking with
more nuanced views of market psychology, such asglayers model the correlation of others’
decisions, an issue on which evidence raises dalotst the standard view (HCW,; Costa-

Gomes et al. 2009) but which global games analyaes ignored®

8 The correlation of players’ models of others islievant in defining payoff-dominance. Risk-domioais traditionally
defined assuming independence, but its definitoeisily modified to allow such correlation. Perfamrrelation makes level-
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As in Section 6’s market-entry games, lek@hodels suggest a view of coordination that
seems behaviorally more plausible than the tratalicefinement-based approach. Lekel
players use the same rules to choose their stest@gth or without multiple equilibria, and
coordination when it occurs is a statistically peceable by-product of how empirically grounded
rules of thumb interact with the game—though thmwetthere is no “magic”, because no
symmetry-breaking is required. Further, a lekvahodel also predicts the likelihood of

coordination failure and the forms it may take.

8. Salient Labels in Outguessing and Coordination Game

Because the labeling of players and strategies doeaffect payoffs, it is traditionally
excluded from consideration in equilibrium analy$ist it would be surprising if behavior did
not respond to salient labels. Salience strondlyemced behavior in Schelling’s (1960) classic
experiments with coordination games, and in Cragvigdral.’s (2008) and Bardsley et al.’s
(2010) replications. And in Rubinstein and Tversk{/RT”, Rubinstein 1999) experiments on
zero-sum two-person hide-and-seek games playedmmmeutral “landscapes” of salient
location labels, subjects deviated systematicadignfthe unique mixed-strategy equilibrium in
patterns that responded to the labeling, even thtlug essential uniqueness of equilibrium
seems to preclude any such influence. Saliencepys a prominent role in folk game theory.

This section discusses leveind team reasoning models of its effects in ougjngsand
coordination games. It concludes with a discussiagirections for future work to identify the
ranges of applicability of the models and expldw foundations of levéd-models with salience.
8.1.Hide and Seek Games with Salient Labels

“Any government wanting to kill an opponent...wouldt try it at a meeting with
government officials.”
—comment, quoted in Chivers (2004), on the poisgwihUkrainian presidential
candidate—now ex-president—Viktor Yushchenko
“...In Lake Wobegon, the correct answer is usually

—Garrison Keillor (1997) on multiple-choice testmi¢ted in Yigal Attali and Maya
Bar-Hillel (2003)

k players perceive examples like Summers’ as quasigterson games. Depending on the payoffs and aigdify of the all-
In equilibrium, this can make all-In more or letkely to prevail than when players’ models of othare independent.
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The Yushchenko and Lake Wobegon quotations refeiniultaneous-move zero-sum two-
person games with unique mixed-strategy equilibnidhe first, the players are an assassin
choosing one of several dinners at which to trgdson Yuschenko, one of which is with
officials of the government suspected of wantinga@son him; and an investigator who can
check only one of the dinners. In the second thgqrk are a test designer deciding where to
hide the correct answer and a clueless test-takiagtto guess where it is hidden. In each case
the key issue is how to react to a pattern of se#ian the labeling of strategies that does not
affect payoffs. The thinking in the quotations lgiply strategic, but equilibrium in zero-sum
two-person games leaves no room for reactionsettathels. Further, the thinking is plainly not
equilibrium: A game theorist would respond to thstfquotation, “If that's what people think, a
meeting with government officials is exactly whéne governmentvouldtry to poison him.”

RT conducted experiments with zero-sum, two-pefbate-and-seek” games with patterns
of salience that closely resemble those in the ¥lushko and Lake Wobegon quotations. A
typical seeker’s instructions (Rubinstein 1999)avél our opponent has hidden a prize in one
of four boxes arranged in a row. The boxes are athds shown below: A, B, A, A. Your goal
is, of course, to find the prize. His goal is tiiati will not find it. You are allowed to open only
one box. Which box are you going to open?” A higénstructions were analogous. RT’s design
is an abstract model of a game played on a norradeutltural or geographic landscape. The
frame has no payoff consequences, but it is notraldn that the B” location is distinguished
by its label and the twoehd A locations may be inherently salient as Well.

RT’s hide-and-seek game has a unique equilibritediption, whose logic is transparent and
which leaves no room for framing to influence thikcome. Even so, framing had a strong and
systematic effect in RT’s experiments, qualitatptie same in their six experiments around the
world where labeling created salience without pasior negative connotations, wientral A
(or its analogs in other treatments) most prevdtanhiders (37% in the aggregate) aehntral
A even more prevalent for seekers (469%Jhese results pose typoizzles. On average hiders

are as smart as seekers, so hiders tempted tntedatral Ashould realize that seekers will be

S This gives the “central A” location its own braofiuniqueness as the “least salient” location. Mathtically this uniqueness
is no different from the uniqueness &"; but CI's (2007b) analysis suggests that its psjogical effects are quite different.

%0 This statement depends on identifying analogiesranRT’s treatments as explained in Cl (2007b,i8edt). One might
argue that because any strategy, pure or mixedbést response to equilibrium beliefs, deviat@dmsiot violate the theory.
But systematic deviations from equilibrium choiceguencies must (with high probability) have a edthnsit is partly
common across players. They are therefore symptowfagystematic deviations from equilibrium probiies.
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just as tempted to look there. Why then do hidbosveseekers to find them 32% of the time
when they could hold it down to 25% by using thaildorium mixed strategy? And why are the
results role-asymmetric, with seekers choos@gtral Amore often (46%) than hiders (37%)?

RT took the nonequilibrium patterns in their dasaevidence that their subjects did not think
strategically (Cl1 2007b, p. 1733, footnote 3). Bwtould be surprising if responses to such
simple games were completely non-strategic, andiaittehat subjects’ behavior patterns were
qualitatively the same in six independent treatmenggests that they have a common structure.

What kind of model can explain the role-asymmaetetterns in RT’s data? RT's game and
the role-asymmetric responses it evoked are arestiag test case, because although its payoff
structure is asymmetric, models like equilibriund &RE, which in this game coincides with
equilibrium for any distribution and precision, itppole-symmetric responses. Even a lekel
model with a uniform randornO coincides with equilibrium.

CI (2007b) used RT's data to compare adaptatibegulibrium, LQRE, and levek models
that allow salience an effect. They used RT’s matiments in which decision labels had neutral
connotations, which presumably influenced behawidy via salience, to avoid confounding
subjects’ strategic thinking with their responsepadsitive or negative connotations.

Cl adapted equilibrium or LQRE to this settingdnding payoff perturbation parameters that
reflect plausible instinctive reactions to saliere@ayoff gain for choosing a salient location for
seekers, or a payoff loss for hiders.

Depending on the flexibility of the specificatidtQRE gets the role-asymmetry in the data
gualitatively wrong, or estimates an infinite pseon and so turns itself back into an equilibrium
with perturbations model, which also misses the-edymmetry, in a less extreme way.

Cl adapted the levédmodel to settings where salience is important Isyiasng that.0’'s
strategically naive initial assessment of othekgly responses to the game deviates from
uniform randomness by favoring salient locatiorithez B or one of the end As, with no other
changes. CI took0 to be determined by the same general principleaan player role, which
in this setting means thk0 is the same in each role, although its implicatifmmd.1 differ
across roles due to hiders’ and seekers’ diffgpagbffs. Cl made no assumption about whether
B or the end As are more salient. But the factsltBas the same in each role and that all that
matters about it are the best responses it yieldsiflers’ and seekerk’ls imply that estimating

B’s and the end As’ relative salience adds onerlgiparameter (Cl, Figure 3): the minimum
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possible flexibility that allows salience to haveiafluence. Finally, the idea that levetules

are meant to generalize across games suggestbelgahould generalize across player roles
within this game, which suggests the restrictiaat the population distribution of rules is the
same for hiders and seekers. That and the assumiipaid_O is determined by the same general
principles in each role requires the model to eixpiae role-asymmetric patterns in the data
endogenously, rather than via unexplained paramatétion across hiders and seekers.

Unrestricted estimates of the lewalule distribution are almost hump-shaped (00619%

L1, 32%L2, 24%L3, 25%L4), as is plausible for a homogeneous populationn@ to our
intuition, the end locations are estimated to beensalient than the B location. Thi€ and rule
distribution tracks the observed prevalenceesftral Afor hiders, its even greater prevalence for
seekers, and the other main patterns in RT's Yddespite RT’s intuition, the analysis suggests
that their subjects were unusually sophisticateth an averag& a level higher than usual; they
just didn’t follow the fixed-point logic of equilifum. (The Yushchenko quotation, by contrast,
reflects only the reasoning of &8 investigator reasoning about b poisoner.)

The levelk model withLO adapted to respond to salience is the only onehidhwve are
aware that responds to the hide and seek gameimaslyic payoff structure in a way that can
explain the robust role-asymmetric patterns in Rigt. CI'smodel has been criticized for
having too much flexibility for its explanation be credible. But all that matters aboutlifsis
the best responses it yields fdis, so the adaptation adds one binary parametemitiimum
flexibility that allows salience an influence, ldhan the adapted equilibrium or LQRE model.
8.2. Portability to Other Outguessing Games

To address the criticism that adaptli@to respond to salience gives the lekahodel too
much flexibility, Cl (2007b) compared the equililom with payoff perturbations and adapted
levelk models’ portability, the extent to which a modeimsted for one game can describe
responses to other ganfés hey ported the models to the two closest relatdfeRT’s games
that have been studied experimentally: Barry O'Té$eflLl987) card-matching game and
Rapoport and Richard B. Boebel's (1992) closelstesl outguessing game. Both games raise

511 hiders then chooszentral Ato avoidLO seekers antl1 seekers avoidentral A L2 hiders chooseentral Awith
probability between 0 and 1, breaking payoff tesdomly; and_-2 seekers choose it with probabilityl13 hiders avoid
central AandL3 seekers choose it with probability between zero@rmelL4 hiders and seekers avaidntral A The
heterogeneity of1, L2, andL3 yields a role-asymmetric aggregate pattern thaineiles the prevalence oéntral Afor
hiders with its greater prevalence for seekers.

52 Cl also tested the models for overfitting by usingm to compute estimates separately for eachraf §x treatments and
using the estimated models to “predict” the resoiitthe other five. The results moderately favdtesllevetk model.
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the same strategic issues as RT’s games, but vaite oomplex patterns of wins and losses,
different framing, and in the latter case five looas.

Here we discuss only the results for O’'Neill’'s gammeit, players simultaneously choose one
of four cards: A, 2, 3, J. One player wins if thexa match on J or a mismatch on A, 2, or 3;
otherwise the other wins. The game is like hide saek, but with each player a hider for some
locations and a seeker for others. Without payeftyrbations it has a unique equilibrium, in
which each player plays A, 2, and 3 with probapilit2 and J with probability 0.4.

Cl defined salience-sensitive versions of equilibrifor O’Neill's game by introducing
payoff perturbations as for RT's game: a playengélioses) payoff for a salient location in
which he is a seeker (hider). They then used OMNelhta to estimate the perturbatiofi&Even
with these estimates, equilibrium with perturbasi@annot explain subjects’ initial responses
better than equilibrium without perturbations, whexplains them poorly.

Cl adapted the levéd-model to O’Neill’'s game by defining a non-strategirthat favors A
and J, which (as both face cards and end locataresntuitively more salient than 2 and 3. With
no assumption about which is more salient, the atiap again adds a single binary parameter.
Cl used O’Neill's data to estimate that paramediat,instead of re-estimating the rule
distribution they re-used the distribution estindater RT’s data.

Discussions of O’'Neill's data (e.g. MP) have beemahated by an “Ace effect”, whereby
subjects in both player roles, aggregated oveXQ8lperiods, played Ace with more than the
equilibrium probability 0.2. O’Neill and others hagpeculated that this was a reaction to the
Ace’s salience. If this Ace effect extended toithigal periods of O’Neill’'s data, no behaviorally
plausible levek model could explain it, because no such modeheake the players who win
by matching on Joker play Ace with more than theiléafium probability 0.2>* However, for
the initial periods the Ace was in fact played wptiobability far less than 0.2. Taking up the
slack was a hitherto unremarked positive Jokerceften order of magnitude larger than the Ace
effect. CI's adapted levéd model readily explains this Joker effect and theeppatterns in the

initial-period data, using RT’s rule frequenciesiamL0 that favors the A and J cartfs.

53 Because O'Neill's experiment had only 25 subjgesrole, Cl treated a subject’s first five periadsplay as initial responses.

54 A look at the payoff matrix shows that that wotdgjuire eithet.0 playing 2 and 3 more than A, or more than 608% orL4s.

%5 Because Cl's analysis is static and the Ace effegegative for the first five periods, the Acéeef in the data aggregated
over all 105 periods was almost surely a by-prog@itéarning rather than the salience of the Ace.
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CI's analysis traces the portability of the lekehodel from RT’s to O’Neill’'s and Rapoport
and Boebel’'s games to the fact that the model coimgatalizes strategic thinking into an
iterated best response component that is reasostille across those games antl@based
on portable nonstrategic intuitions about salielfckeO were strategic it would interact with each
new game’s structure in a new, high-dimensional,vaag one could seldom extrapolateL@n
specification across games. Here the definitiobGods a strategically naive response is more
than a convenient categorization: It is importamtthe model’s portability.

8.3. Coordination with Payoff Asymmetries and Salieathels

Crawford et al. (2008) and Bardsley et al. (20Eported experiments on coordination via
salient labels, revisiting Schelling’s (1960) classxperiments. Crawford et al. randomly paired
subjects to play payoff-asymmetric games like Batflthe Sexes and similar payoff-symmetric
games. Unpaid pilots used naturally occurring laltikeé Schelling’s, in this case the world-
famous Sears Tower (now less famous as the “Witwer”) and the little-known AT&T
Building across the street. The salience of Seavgef makes it obvious to coordinate on the
“both-Sears” equilibrium (especially in Chicago wééhe experiments were run). In the
symmetric version of the game, as in Schellingseziments, most subjects did so (Figure 6).

Most researchers have assumed that this resobist to slight payoff asymmetries, but
games like the second and third games in Figuresé p harder problem because both-Sears is
one player’s best way to coordinate but the oth@dsst way. Using Crawford et al.’s terms,
there is a tension between the “label salienceSadrs and the “payoff salience” of a player’'s
best way to coordinate: Payoff salience reinfotabsl salience for P2s but opposes it for P1s. In
Crawford et al.’s pilots, the coordination ratestred in the second and third games.

To investigate this phenomenon further, Crawfetrdl. ran paid treatments using abstract
decision labels X and Y, with X presumed and shéavbe more salient than Y; and with the
same tension between label and payoff sali@sdaChicago Skyscrapers (Figure 7). The
expected coordination rate again crashed with siidjat payoff differences. But unlike in
Chicago Skyscrapers, the cause of miscoordinahanged as the payoff differences grew: With
slight differences, most subjects in both roleofad their partners’ payoff-salient decisions; but

with moderate or large differences they favoredrtben payoff-salient decisions.
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P2 (90% Sears)

Sears AT&T
Sears 100,100 0,0
P1 (90% Sears) AT&T 0.0 100,100
Symmetric
P2 (58% Sears)
Sears AT&T
Sears 100,101 0,0
P1 (61% Sears) AT&T 0.0 101,100

Slight Asymmetry

P2 (47% Sears)

Sears AT&T
Sears 100,110 0,0
0 ) 3
P1(50% Sears) 1ot 0,0 110,100
Moderate Asymmetry
Figure 6. Chicago Skyscrapers
P2 (76% X)
X Y
X 55 0,0
0 ] )
P1 (76% X) v 0.0 55
Symmetric
P2 (28% X)
X Y
X 55.1 0,0
0 i) ]
PLIT8%X) v 00 5.15
Slight Asymmetry
P2 (61%X)
X Y
X 5,6 0,0
O L )
P1 (33% X) Yy 0.0 65
Moderate Asymmetry
P2 (60% X)
X Y
X 5,10 0,0
0 ) J
P1 (36% X) v 0.0 10.5

Large Asymmetry
Figure 7. X-Y Treatments
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Crawford et al.’s games can be viewed as testetdns like Bardsley et al.’s (2010, p. 40)
team reasoning, whereby “each player chooses tisiale rule which, if used by all players,
would be optimal for each of them”. Subjects whediteam reasoning would note that only
label salience provides a basis for coordinatiod, that at least with slight payoff differences,
any increase in the probability of coordination swea the payoff difference between ways to
coordinate. Thus they would ignore payoff salieand use label salience to coordinate with
high frequency. From this point of view Crawfordagts results for the asymmetric games pose
two puzzles: Why didn’t subjects ignore payoff arse label salience to coordinate? And why
did the cause of miscoordination change as thefpdifferences grew in the X-Y treatments?

To resolve these puzzles, Crawford et al. propasedelk model in whichLO is
nonstrategic and the same in both roles but resptndoth kinds of salience, with a “payoffs
bias” that favors payoff over label salierféd=or intermediate bias strengths, with slight péayof
differences players choose the strategy that maeisrtihe probability of coordination, but with
larger differences they gamble on choices with logrebability of coordination but higher
potential payoffs. This allows the model to tralsk teversal of the cause of miscoordination as
the payoff differences grew in the X-Y treatmeiatsd the other main patterns in the data.

Although this analysis suggests that a comprekiemabdel of coordination with payoff
asymmetries and salient labels will include sonvellk features, it is far from the end of the
story. Both Crawford et al. and Bardsley et al.fdsome evidence of team reasoning in other
treatments, in each case mixed with additionalexwe for levek thinking.
8.4.Directions for Future Work

One direction for future work involves further exipgents to delineate the ranges of
applicability of team reasoning and lexkhinking. The notion of team reasoning as defingd b
Bardsley et al. is readily accessible to stratégiaking in pure coordination games or games
with negligible payoff differences; and despite Wiard et al.’s results for slight payoff
differences, its empirical importance in such gameagenerally well established. But as defined
it is limited to games with negligible payoff difences, because otherwise there is rarely a rule
that would be optimal for all if used by all. (THatk of generalizability is why we don’t treat

team reasoning as a theory in Section 2.) The sintjlar notion of which we are aware that

%6 The payoffs bias is neutral in RT's and O’'Neilijames, as it is in pure coordination games. Thissssumption abol0 is
consistent with Cl's assumptions. Notions like &iquum and QRE ignore labeling, and so do not addithese questions.
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applies to more general games is Harsanyi andr&e(tE988) equilibrium refinement “payoff-
dominance”, whereby players play some equilibribat is not Pareto-dominated by any other
equilibrium. But unlike team reasoning in pure @boation games, which solves a nonstrategic
optimization problem, payoff-dominance dependsmgséy on equilibrium fixed-point
reasoning, and the mathematical devices Harsauybatten use to make it well-defined for
general games take it further from behavioral plility as a model of initial responses. Further
experiments might explore whether team reasonifigeinces behavior in coordination games
with non-negligible payoff differences and if sewhit coexists with other modes of thinking.

A second direction involves deeper investigatibthe foundations of levdt-and related
models of people’s responses to salient labelan@ICrawford et al. impose psychologically
plausible but largely untested restrictionsL@wand the symmetry of rule distributions across
player roles and then jointly econometrically estienthe distributions arid)’s parameters from
decision data. Two alternative approaches may @adrt understanding of such models.

Bardsley et al. used a design with three treatspeich with the same set of naturally
occurring decision labels, most with non-neutraireatations, as in Crawford et al.’s Chicago
Skyscrapers treatments. Those treatments wereithimwubjects, without feedback until the
end. In the “picking” treatment subjects were askegick one of the labels and rewarded
without regard to their choice. In the “guessingatment each subject was paired with a picker,
asked to guess the picker’s choice, and rewardecbfoect guesses. And in the “coordination”
treatment subjects were paired to play a pure @oatidn game as in Schelling’s experiments.

Bardsley et al. argue (p. 45) that because picg&iings a subject’s nonstrategic response to
the labels in a given decision problem, it direcdyeals the 0 that is appropriate for a CH or
levelk model of that subject’s response to the coordinag@mme with the same labels. Given
their conclusion foL.0, they argue that guessing directly reveals theagpateL1. They then
use those restrictions to conduct a data analyatsytelds some support for team reasoning and
some for a CHnodel, which for their games is essentially equaaato a levek model.

Although Bardsley et al.’s approach is appealihig, questionable whether picking and
guessing directly reveal thé andL1 that are appropriate for the coordination treatménén
though arL_1 player thinks strategically naively about how ofheesponses to a coordination
game influence his decisions’ expected payoffs;dredistinguish a game with a given set of

labels from the picking task with the same labetbgrwise he would lack the information to
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evaluate his expected payoffs in the game. Givat) there is no compelling reason that such a
player’s prediction of pickers’ likely responsedie guessing task should be the same as his
beliefs in the game with the same labels. MostaridBley et al.’s tasks confound salience with
personal preference over labels with non-neutrahotations, and it seems unlikely that those
factors have exactly the same relative influengei¢king, guessing, and coordination tasks.

We believe, nonetheless, that there is much fedraed from designs of this type. But we
would favor an initial focus on labels whose patseihave implications for salience but neutral
connotations (as, for example, in those of RT'skadd-seek treatments that Cl selected for
analysis). We also favor much more within-subjeetsation in the structures of the games
played, with the goal of making it possible to imtiee rules subjects are following more
precisely and better assessing their ranges oicaiydity. This variation might well extend to
coordination games that raise different issued) siscsymmetry-breaking or assurance; and
games that raise issues other than coordinati@h, &1 outguessing games.

Another promising alternative is proposed by Pgnski (2011), who reports new data on
RT’s games, including chats as in BP (2011; Se®iéh In a sample of 47 (less than a tenth of
the sample from RT’s treatments Cl 2007b analyaéidr pooling), Penczynski finds substantial
but statistically insignificant differences in dgicins from RT’s results for hiders. He finds
support for a levek model in both decisions and chats, but one withle&easymmetridc.0 in
which thinking for both hiders and seekers staith the initial responses of seekers, B is far
more salient than the end locations, and seekeestigher levels on average than hid&rs.

Some of these inferences are clear from the d@tat dnd the conclusion that B is more
salient than the end locations seems more plausiateCl’'s estimate to the contrary. However,
some of the inferences are ambiguous enough to maketh investigating the extent of their
consistency with CI's assumptions that the typé&itistions and the principles by whitl® is
determined are the same for hiders and seekershwiisome extent function as accounting
conventions. In future chat designs, we would &sor more variation within subjects in the
structures of the games, with the goal of identifysubjects’ rules as much as possible via

decision data alone, and then using that identifinao tighten the inferences from the chat data.

57 Bardsley et al. stress that their subjects wdtkitiopicking tasks simply to pick one of the laheBut they (p. 48) treat the
paraphrases of their instructions “choose a labél you were just picking” and “choose the labéhahe greatest immediate
appeal to you” as synonymous. It seems likely theit subjects also blurred the distinction betwsalience and preference.

%8 By contrast, in Cl's (2007b) analysis allowing swsymmetry yields only a modest likelihood advgatsind RT (see Cl, p.
1736) tested for role-asymmetric behaviour viarthmine” treatments, and found no significant evide for it.
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9. Communication in Outguessing and Coordination Games

This section considers levkimodels of strategic communication via natural laagg
(“cheap talk”) in outguessing, coordination, andestgames. Equilibrium analysis misses some
important aspects of how such communication fumstio practice. The fact that the receiver
must have rational expectations, for instance, imsgthat in two-person games of pure conflict
with known preferences, cheap talk messages mustibéormative, and must be ignored, so
that deception cannot occur. And the fact that axgss do not directly affect payoffs precludes
any role for their literal meanings. Yet in praeticleceptive messages are common and
sometimes successful even in games of pure cqrdhct literal meanings play a prominent role
in how messages are interpreted. A ldvahalysis yields a systematic way to think abous¢he
and related phenomena, and bring us closer to lbowninication appears to work in reality.

We illustrate these possibilities in several sgti including Crawford’s (2003) levkl-
model of preplay communication in two-person gawofgsure conflict; Ellingsen and Ostling’s
(2010) and Crawford’s (2007) levklanalyses of communication of intentions in coortiora
and other games; and Wang et al.’s (2010) expetahanalysis of communication of private
information in sender-receiver games. We also disddalmendier and Shanthikumar’s (2007,
2009) CH empirical analyses of the interaction eetwstock analysts and traders.
9.1.Communication of Intentions in Outguessing Games

“Have you forgotten the tactic of ‘letting weak pts look weak and strong points look
strong’?”

— General Kongming, in Luo Guanzhong’s (199X}drical novelThree Kingdoms

“Don’t you know what the military texts say? ‘Aah of force is best where you are
weak. Where strong, feign weakness.”

— General Cao Cao, ithree Kingdoms

In the Huarongdao story, set around 200 A.D. jrig&eneral Cao Cao, trying to avoid
capture by pursuing General Kongming, chose betweerescape routes, the easy Main Road
and the rough Huarong Road (http://en.wikipedidwitd/Battle of Red CIiff3. The game is

like Far PavilionsEscape (Section 4), but with communication, in thefbre Cao Cao’s choice

Kongming had an opportunity to send a messageghyitig campfires along one of the roads.
This message had an obvious literal meaning, lwast scarcely more costly to send a false

message than a true one, so the message was apatelyicheap talk. Kongming then chose
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which road on which to wait in ambush. In the stépngming lit campfires along the Huarong
Road and waited in ambush there, sending a deegptiuthful message. Cao Cao, misjudging
Kongming'’s deviousness, inverted the message,ttewkluarong Road, and was captured.

Huarongdao also resembles the organizing exampleawford’'s (2003) levek analysis of
deceptive communication of intentions, Operationtiftale South, the Allies’ attempt to deceive
the Germans regarding where they planned to infzagepe on D-Day (6 June 1944,

http://en.wikipedia.org/wiki/Operation_Fortitude he Allies’ message is approximately cheap

talk and the underlying game is an outguessing gaitheconflicting interests, made zero-sum
in the analysis to sharpen the poihThere are two possible attack or defense locati@akis

and Normandy. The greater ease of Calais is refliect payoffs that imply that attacking an
undefended Calais is better for the Allies thaackihg an undefended Normandy, hence better
for the Allies if the Germans are equally likelydefend each place; and defending an
unattacked Normandy is worse for the Germans tleéending an unattacked Calais, hence
worse for the Germans if the Allies are equallghkto attack each place.

In the event the Allies faked preparations foraision at Calais, sending a deceptively
deceptivenessage. The Germans, misjudging the Allies’ desness, defended Calais and left
Normandy lightly defended; and the Allies then ided Normandy.

In each case the key strategic issue is how théese-Kongming or the Allies—should
choose his message and how the receiver—Cao Ghe @ermans—should interpret it,
knowing that the sender is thinking about the mgsd$eom the same point of view.

Moreover, in each case essentially the same trapgened: In D-Day the message was
literally deceptive but the Germans were fooledalose they “believed” it—either because they
were credulous or, more likely, because they irgkethe message one too many times.
Kongming’'s message was literally truthful but CaamoQvas fooled because he inverted it.
Although the sender’s and receiver’'s message gtest@nd beliefs were different, the outcome
in the underlying game was the same: The sendey budnn the less beneficial of the two

possible ways. Why did the receiver allow himselbe fooled by a costless (hence easily faked)

%9 Operation Fortitude differs from Huarongdao in thkation between payoffs and labeling, in thaht®ao Cao and Kongming
prefer the Main Road, holding the probability oftipoutguessed equal; while the Allies and the Gerimave opposing
preferences about the location of the invasiorerathings equal. But in Crawfordisvelk analysis this difference is
inessential, because witld anchored in truthfulness, players’ responses tsages override any effects of labeling.
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message from aenem® And if the sender expected his message to fealdteiver, why didn’t
he reverse it and fool the receiver in the way #llatvs him to win in thenorebeneficial way?

Traditional equilibrium analysis cannot explaiegsk puzzles. Not only does it preclude a
role for the literal meanings of messages, withflecimg interests there is no equilibrium in
which cheap talk messages conveys informationereheiver responds to théfrin such an
equilibrium, if the receiver found it optimal tos@ond to the message the response would help
the receiver and therefore hurt the sender, whdduwbxen prefer to send an uninformative
message (Crawford and Sobel 1982). Communicatitrergfore irrelevant, and the underlying
game must be played according to its unique mixeategyy equilibrium. Yet in real interactions,
a receiver’s thinking often assigns a prominerg tolthe literal meanings of messages, without
necessarily taking them at face value; a sendeg'ssage and action are part of an integrated
strategy; and players’ actions may differ from ¢times chosen without communication.

These puzzles can be plausibly explained via@-eanalysis. In games with
communication, it would be behaviorally odd if ay#r’s strategically naive assessment of a
message, even from an enemy, did not initially fatsoliteral interpretation, even if he ends up
not taking it at face value. Accordingly, Crawfd®@0D03, Table 1) assumed that thithat
pertains to senders is truthful and tifethat pertains to receivers is credul8ti§iven this, the
types are defined by iterating best responses ather levelk models: arl1 receiver believes
what he is told; ahl sender lies; ah2 receiver inverts what he is told; &8 sender lies; ah3
receiver inverts; ah3 sender tells the truth (anticipating BRAreceiver’s inversion); and so on.
In this categorization, Cao Cao wa while Kongming wad.3.°? Similarly, it appears that the
Allies wereL2, while the Germans wetel, or perhaps (inverting one too many time4)

It is instructive to analyze a more general montelyhich some players in each role
understand both equilibrium analysis and the Ilik@d that their partners’ strategic thinking
may be simpler than that. Accordingly, Crawford@2Passumed that with positive probability,

each player role is filled either by one of thegble levelk types, for which his generic term

50 But see Joseph Farrell (1993), whose notion ofoggsm-proofness sometimes allows literal meaninflsence, but not here.

®1 The literature has not converged on how typesldhizeinumbered, or on whetHed receivers should be defined as credulous
or as uniform random—compare Ellingsen and Os{&fj.0)—but the issue is partly semantic becausbftii_0 senders
imply creduloud_1 receivers. Here we rename the types to conformtés Lsage; takinigO receivers to be credulous; and
given that, definindk in either role as the type that iterates best mnesgak times. Note that the definition &b resolves the
indeterminacy of the meaning of messages, whidotsletermined by equilibrium in cheap-talk anadyse

52 Evidently Cao Cao had bought used, out-of-datoedi of the texts. As the last possibility illustes, in a levekmodel,
unlike a CH model, it can be just as costly todzedlever as to be not clever enough, which we d@sw realistic feature.
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wasMortal; or by aSophisticatedype. He assumes that the frequencidsOsenders and
receivers are zero. Higher-lewdbrtal types are defined as above, avoiding fixed-point
reasoningSophisticatedypes, by contrast, know everything about the ganadyding the
distribution ofMortal types. They and their possil#pphisticateghartners play a (Bayesian)
equilibrium in a “reduced game” between possidphisticatedenders and receivers, obtained
by plugging in the mechanically determined disttitns ofMortal players’ strategie®’
Sophisticatedubjects are rare in experiments, but presumabhg rommon in field settings.
Even though levektypes trivially allow for the possibility of decepn, it is far from clear
whether deception is possible wlBlophisticategblayers, or how it would work.

The possibility oMortal players completely changes the character of theedstween
Sophisticategblayers: Because their expected payoffs are inflegmyMortals’ decisions, the
reduced game is no longer zero-sum and its message® longer cheap talk. Further, it no
longer has symmetric information: In the reducechga sender's message, ostensibly about his
intentions, is read by @ophisticatedeceiver as a signal of the sender’s privatelywkmtype.

A nonL0 Mortal sender’s models of others always make it expefddbreceivers, which it
does either by lying or telling the truth dependamgwhether it expects its message to be
believed or inverted. Any giveMdortal sender type therefore sends the message that nzasimi
its expected gain from fooling receivers—in D-D#yg one it expects to make the Germans
think it will attack Normandy—and then chooses shategy that successful deception makes
optimal in the underlying game—always attackingaalin D-Day.

Given this, the equilibria of the reduced gamedatermined by the relative frequencies of
Mortal andSophisticateglayers. Whersophisticateglayers are common in both roles, the
reduced game has a mixed-strategy equilibrium wbassome mimics that of the game without
communication. In that equilibriu®ophisticateglayers’ mixed strategies offdgiortal
players’ deviations from equilibrium, eliminatir@pphisticatedenders’ gains from fooling

Mortal receivers, s&ophisticate@ndMortal players in each role have equal expected payoffs.

8 Ricardo Serrano-Padial (2010) takes a similar @gg to analyze the interaction between naive aphisticated traders in
speculative markets. Naive traders include any wiw@sling decisions can be expressed as functidhgio information,
without solving a fixed-point problem. Sophistichteaders play their part in a market equilibridmt unlike equilibrium
traders they take the frequency and behavior ofen@@ders rationally into account. When thereesi@ugh sophisticated
agents to counteract naive agents’ deviations fquilibrium, the usual rational-expectations eduilim ensues, even with a
nonnegligible frequency of naive traders. With merimediate frequency of sophisticated tradersptheket segments into
intervals of the space of possible valuations imnctvisophisticated traders never bid; and disjaiterivals in which both naive
and sophisticated traders bid. In the “naive” weds, naive traders have the pivotal influence igeing, which deviates
systematically from equilibrium. In the “sophistied” intervals, pricing is just as predicted in gtandard model.
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WhenSophisticatedgenders and receivers are rare—perhaps the narsilple case—the
reduced game has an essentially unique equilibitumyre strategie¥. Sophisticatedsermans,
for instance, always defend Calais because thew khatMortal Allies, who predominate when
Sophisticatedhllies are rare, will all attack CalaiSophisticatedhllies, knowing that they
cannot influenc&ophisticatedsermans, send the message that fools the most aorype of
Mortal German (feinting at Calais or Normandy dependingvbather more of them believe
than invert messages) and then always attack Natyndm this equilibriumSophisticated
Germans allow themselves to be “fooled” by ched#iprteessages frorBophisticatedhllies
because it is an unavoidable cost of exploitingtitakes of far more commadsortal Allies.

It is surprising that whe8ophisticatedenders and receivers are rare there is a pategyr
equilibrium, and perhaps more surprising that & ha pure-strategy counterpart in which
Sophisticatedhllies feint at Normandy and then attack Calamssilich an equilibrium, any
deviation fromSophisticatedhllies’ equilibrium message would mak®phisticatedsermans
infer that the Allies werdortal, making it optimal for them to defend Calais antaptimal for
Sophisticatedhllies to attack there. ISophisticated\llies feinted at Normandy and attacked
Calais, their message would fool only the most comikind ofMortal German— in a pure-
strategy equilibriunSophisticatedermans can never be fooled, and a given messagetc
fool both believers and inverters—with expectedgfbgain equal to the frequency of the most
commonMortal German type times the payoff of attacking an unaddée Normandy. But such
Sophisticatedhllies could reverse their message and attackilmeaagain fooling the most
commonMortal German type, but now with expected payoff gain étuthe frequency of that
type times the payoff of attacking an undefendelhi€awhich is higher than the payoff of
attacking an undefended Normandy. This contradictitows that in any pure-strategy
equilibrium, Sophisticatedhllies must feint at Calais and then attack Northan

Thus, the model explains the puzzling featureusfexamples that the sender won, but in the
less beneficial of the two possible ways. It alsikes the sender’'s message and action part of an
integrated strategy; gives the possibility of commmation a genuine influence on the outcome.

Sophisticategblayers derive an advantage from their abilitavoid being fooled and/or to
choose whictMortal type(s) to fool. This suggests that in an “evalnéry” analysis, the

frequencies oSophisticatedypes will grow. In this model, however, such gtbwill continue

54 The game can then be solved via at most thres sfdferated conditional dominance, without fixemint reasoning.
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only until the type frequencies enter the regiomofed-strategy equilibria, where types’
expected payoffs are equal. Th8sphisticatedndMortal types can coexist in the long run.
9.2.Communication of Intentions in Coordination Games

“After you, Alphonse.” “No, you first, my dear Gas!”

—TFrederick B. Opper’s comic striglphonse and Gaston
(http://en.wikipedia.org/wiki/Alphonse_and_Gasfon

If level-k models allow preplay communication of intentiongitfect the outcomes of zero-
sum two-person games, it is no surprise that tkeyalow effective communication in
coordination games. Here the stylized experimdatas (Crawford 1998) are that when
coordination requires symmetry-breaking (Sectigrofg-sided communication is more
effective; that when coordination requires assugd®ection 7), two-sided communication is
more effective; and that when coordination requaygametry-breaking and communication is
two-sided, more communication is better than |€hgese patterns have long resisted equilibrium
explanations. Ellingsen and Ostling (2010) and Goastv(2007) use similar levédmodels to
elucidate long-standing puzzles about how the gifeigess of communication varies with its
structure and with the payoff structure in expentseand presumably in the fiellth each case
the power of the analysis stems from the use obdeftthat relaxes equilibrium in favor of a
model that imposes realistic structure less agndiséin rationalizability ok-rationalizability.
9.2.a.Coordination via One Round of Communication

Ellingsen and Ostling (2010) adapt Crawford’s (20@8ekk analysis to study the
effectiveness of one round of one- or two-sided momication in games where communication
of intentions plays various roles. Here the cemitedzle turns on Farrell and Rabin’s (1996)
distinction between messages that are self-conmyitti the sense that if the message convinces
the receiver, it's a best response for the serddotas he said he would do; and those that are
self-signaling, in that they are sent when and evtign the sender intends to do as he said. In a
two-person Stag Hunt game, each player does (welb&tter if his partner chooses high effort,
without regard to his own intentions; “I intendgtay High Effort” is self-committing but not
self-signaling. Robert J. Aumann (1990) arguednis ltasis that such messages are not credible.
But Charness (2000) and others have shown expetathethat messages that are self-

committing but not self-signaling are effectivepractice (but see Kenneth Clark et al. 2001).

6C



Ellingsen and Ostling’s (2010) take a first st&plaining the patterns of effectiveness of
communication. They depart from Crawford (2003)asguming thatO receivers are uniform
random rather than credulous and that all types lagweference for honesty when they are
otherwise indifferent about which message to sentheir model, one-sided communication
solves the coordination problem in games whereguires symmetry-breaking, and is therefore
more effective than two-sided communication, assisally found in experiments. Themodel
can also explain why two-sided communication iseneffective than one-sided communication
in games where coordination requires assurands,aso found in experimentslore generally,
they show that in common interest games when batfeps ard_2 or higher, one- or two-way
communication assures efficient coordination. Big tendency is not universal: In some games
players have incentives to misrepresent that ecodedination.
9.2.b.Coordination via Multiple Rounds of Communication

Farrell (1987) and Rabin (1994) analyze the eiffecess of one or more rounds of
simultaneous, two-sided communication about playetsntions. Their analyses assume
equilibrium, sometimes weakened to rationalizapilitnd they further restrict attention to
outcomes that satisfy plausible behavioral restmst defining which combinations of messages
create agreements, and whether and how agreenambtechanged. They address two
conjectures regarding symmetric-information gantiest preplay communication will yield an
effective agreement to play an equilibrium in timelerlying game; and that the agreed-upon
equilibrium will be Pareto-efficient within that gee’s set of equilibria (henceforth “efficient”).
They show that rationalizable preplay communicatiead not assure equilibrium; and that,
although communication enhances coordination, egenibrium with “abundant” (Rabin’s
term for “unlimited”) communication does not asstirat the outcome will be efficient.

Equilibrium and rationalizability are natural péscto start in analyses like Farrell’s and
Rabin’s, but it seems worthwhile to reconsidertijeiestions using a levi&lmodel. Such a
model relaxes equilibrium while counteracting tiga@sticism of rationalizability in an
evidence-based way. Crawford (2007) uses a lewsbdel anchored in truthfulness like
Crawford’s (2003) model to study the effectiveneksultiple rounds of simultaneous two-
sided cheap-talk messages, focusing on Farreldiysis of Battle of the Sexes. The lekel-
analysis provides a way to assess Farrell’s aninRadssumptions about how players use

language, and supports most but not all of thera. [&helk analysis also gives a different take
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on how coordination rates relate to the game. melfg equilibrium analysis of Battle of the
Sexes, coordination rates are highly sensitivleadifference in players’ preferences; but
Crawford’s analysis suggests that coordinationsraté be largely independent of it. With one
round of communication the levkleoordination rate is well above the rate without
communication, and usually higher than the equuirrate. With abundant communication the
levelk coordination rate is higher than the equilibritaterunless preferences are fairly close.
The levelk model’s predictions with abundant communicatios @nsistent with Rabin’s

results, but yield further insight into the cauaad consequences of breakdowns in negotiations.

9.3.Communication of Private Information Outguessing Games

“...The news that day was the so-called ‘October Bsgpbroadcast by bin Laden. He
hadn’t shown himself in nearly a year, but now rfdays before the [2004 presidential]
election, his spectral presence echoed into evergrican home. It was a surprisingly
complete statement by the al Qaeda leader aboutdtigations, his actions, and his view of
the current American landscape. He praised Allah #tirough most of the eighteen minutes,
attacked Bush,... At the end, he managed to be disrisf Kerry, but it was an
afterthought in his ‘anyone but Bush’ treatise....

Inside the CIA...the analysis moved on a differehaft the presidential candidates’ public]
track. They had spent years, as had a similar &deh unit at FBI, parsing each expressed
word of the al Qaeda leader.... What they'd learnezt aearly a decade is that bin Laden
speaks only for strategic reasons.... Today’s commtudin Laden’s message was clearly
designed to help the President’s reelection.”

—Ron SuskindThe One Percent Doctrin2006, pp. 335-6 (quoted in Jazayerli 2008
http://www.fivethirtyeight.com/2008/10/guest-colurarill-bin-laden-strike.htm.

9.3.a.0ctober Surprise

The situation described in the quotation can beeteablas a zero-sum two-person game of
asymmetric information between bin Laden and aasgmtative American voter. The American
knows that he wants whichever candidate bin Lade&siit want, but only bin Laden knows
which candidate he wants. Bin Laden can send gpetadla message about what he wants. The
key strategic issues are how bin Laden shoulde¢lstmessage to what he wants and how the
American should interpret the message, knowinglihrataden is choosing it strategically.

Once again, the literal meanings of messageskatg to play a prominent role in
applications, but equilibrium analysis precludeshsa role. There is again no equilibrium in
which cheap talk conveys information or the receresponds to the sender’'s message.

However, Crawford’s (2003) analysis is easily addfsee also Kartik et al. 2007) to model the
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CIA’s conclusion that bin Laden’s attack on Bustswaended to aid Bush’s reelection. Lét
again be anchored on truthfulness for the senderl@den) and credulity for the receiver
(American). AnLO or L1 American believes bin Laden’s message, and thexefates for
whichever candidate bin Laden attacks.lArbin Laden who wants Bush to win attacks Kerry,
but anL1 (L2) bin Laden who wants Bush to win attacks Bush taoadlO (L1) Americans to
vote for him via “reverse psychology”. Given bindem’s attack on Bush, d&® or L1 American
ends up voting for Bush, and B& American ends up voting for Kerry. ophisticatedin
Laden, recognizing that he cannot f@aphisticatedAmericans, would choose his message to
fool the most prevalent kind dortal American—believer or inverter—as in Crawford (2R03
9.3.b.Experiments on communication of private information

Wang et al. (2010), building on the experimentslohgbin Cai and Wang (2006), studied
communication of private information via cheap taldiscretized versions of Crawford and
Sobel’s (1982) sender-receiver games. In Wang’stdgsign, the sender observes a stte],

2, 3, 4, or 5; and sends a messdge, 1, 2, 3, 4, or 5. The receiver then observesibssage
and chooses an actioh= 1, 2, 3, 4, or 5. The receiver’s choice of Aailatines the welfare of
both: The receiver’s ideal outcomeAis= Sand his von Neumann-Morgenstern utility functien i
110 — 20-A[** and the sender’s ideal outcomeis S+ b and his von Neumann-Morgenstern
utility function is 110 — 2@+b-A[**. Wang et al. varied the parameter representing the
difference in preferences across treatmdnts0, 1, or 2.

The key issue is how much information can be tratted in equilibrium, and how the
amount is influenced by the difference between eéadnd receiver’s preferences. Crawford
and Sobel characterized the possible equilibridaticeships between sender’s obser$saihd
receiver’s choice of\, which determine the informativeness of commumeatT hey showed,
for a class of models that generalizes Wang et @dxcept for its discreteness), that all equiibri
are “partition equilibria”, in which the sender p&ons the set of states into contiguous groups
and tells the receiver, in effect, only which grdup observation lies in. Crawford and Sobel
also showed that for any given difference in seisd®rd receiver’s preferencds,(there is a
range of equilibria, from a “babbling” equilibriumith one partition element to equilibria with
finer partitions that exist whdmis small enough. Under reasonable assumptions ther most
informative equilibrium, which has the most padtitielements and gives the receiver the highest
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ex ante (before the sender observes the stategtexigayoff. As the preference difference
decreases, the amount of information transmitteatlermost informative equilibrium increases.
In equilibrium, the receiver’s beliefs on hearthg sender’'s messafjeare an unbiased—
though noisy—estimate & Thus Crawford and Sobel’s analysis of strategmmmunication
has the puzzling feature that it cannot explaindyor deception, only intentional vagueness.
Further, previous experiments (see Crawford 1998) this model have consistently revealed
systematic deviations from equilibrium, in the diten of excessive truthfulness (from the point
of view of the equilibrium in a model where there ao lying costs!) and excessive credulity.
But despite these deviations from equilibrium, ekpents have consistently confirmed the
comparative statics result that closer prefereatiess more informative communication. It is a
natural conjecture that the comparative staticglresntinues to hold even when equilibrium
fails because it holds for a class of models tlkeatdbe subjects’ deviations from equilibrium.
As Wang et al.’s Figures 1-3 show, unless sendertsreceiver’s preferences are identical (
= 0), most senders exaggerate the truth, in tleeton that would, if believed, move receivers
toward senders’ ideal action. Despite senders’ gxiagion, their messages contain some
information, measured by the correlation betwS8amdA; and most receivers are credulous,
responding to the sender’s message more than tioeyds Despite the widespread deviations
from equilibrium, the results reaffirm Crawford aBdbel’s equilibrium-based comparative-
statics prediction, with the amount of informattoansmitted increasing as the preference
difference decreases frdo= 2 tob = 1 tob = 0. Wang et al. go beyond previous work by
showing in a detailed data analysis, including egking measures of information search as
well as conventional decisions, that their resateswell explained by a lev&lmodel anchored
in truthfulness, following Crawford’s (200@nalysis. In Wang et al.’s analysis, the preference
difference and a sender’s level determine how nhecimflates his message (in the direction in
which he would like to move the receiver), and@ereer’s level determines how much he
discounts the sender’'s message. Econometric typeadss are broadly consistent with earlier
results®® The model gives a unified explanation of subjeessiessive truthfulness and credulity,

and of the affirmation of predictions based onehailibrium-based comparative statics result.

% See also Kartik et al. (2007). Wang et al. focusender subjects because they, but not receibgcts, were eye-tracked.
For comparison, Hongbin Cai and Wang (2006) imadlly related non-eye-tracking design classifiedod%enders and 9%
of receivers ak0, 25% of senders and 9% of receiver& 8s31% of senders and 34% of receivert2sr Equilibrium, and
13% of senders and 28% of receiverSaphisticatedThey also state that an agent LQRE model fits theta well.
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9.3.c.Field Studies

Malmendier and Shanthikumar (2007, 2009) discussriteraction between stock analysts
and traders. Analysts issue recommendations owithdil stocks that range from “strong sell”
and “sell” to “hold”, “buy”, and “strong buy”; anthey also issue earnings forecast. In managing
their portfolios, traders are presumed to usehallimformation available on the market, of which
analysts’ recommendations are a major source.

An analyst’'s recommendation or forecast is likeessage in a sender-receiver game.
Particularly when an analyst is affiliated with tinederwriter of a particular stock, he has an
incentive to distort such messages. MalmendierSirahthikumar (2007) find that analysts tend
to bias their stock recommendations upward, theermorwhen they are affiliated with the
underwriter of the stock. They also find two maattprns of responses to recommendations
among receivers: Large investors tend to buy falhgwstrong buy” recommendations, but not
to sell following “hold” recommendations, thus disoiting recommendations somewhat. Small
traders, by contrast, are credulous enough toviollcommendations almost literally.
Malmendier and Shanthikumar (2009) find somewhigint patterns of responses to earnings
forecasts. Large investors tend to react strongliyia the direction suggested by forecast
updates, without regard to whether the forecasedaom an affiliated analyst. Small investors,
by contrast, react insignificantly to the forecastsinaffiliated analysts and significantly
negatively to the forecasts of affiliated analysts.

Malmendier and Shanthikumar (2007, 2009) use tardeother patterns in the data to
distinguish between explanations of the bias immamendations based on optimism-driven
selection effects and those based on strategiorticst. They conclude that strategic distortion is
the more important factor. Their analyses, whidt neainly on qualitatively patterns in the data,
might be sharpened and refined by an explicit moélstrategic distortion and its effects along

the lines of a multidimensional generalizationta# tevelk analyses discussed in this section.

10. Conclusion

This paper has surveyed theoretical, experimearal empirical work on models of strategic
thinking and their applications in economics. Bett®dels of strategic thinking are plainly

important in applications to games without cleagadents. But such models can also help by
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making more precise predictions of equilibrium sgte when it is plausible that learning has
converged to equilibrium, or when initial responaes important for their own sake.

Although Nash equilibrium can be and has been &teas a model of strategic thinking,
experimental research shows with increasing clany subjects’ initial responses to games
often deviate systematically from equilibrium, &hdt the deviations have a large structural
component that can be modeled in a simple way.eStg)jthinking tends to avoid the fixed-
point reasoning or indefinitely iterated dominaneasoning that equilibrium sometimes
requires, in favor of levdt-rules of thumb that anchor beliefs in an instinetigaction to the
game and then adjust them via a small number i@ftéd best responses. The resulting K
CH models share the generality and much of theatbéity of equilibrium analysis, but can in
many settings systematically out-predict equilibridmportantly, levek models not only
predict that deviations will sometimes occur; tladso predict which settings will evoke them;
the forms they will take; and, given estimateshaf type frequencies, their likely frequencies.

In simple games where the low-level types thatiies most people’s behavior often mimic
equilibrium decisions, a lew#analysis may establish the robustness of equilibpredictions.
In more complex games where lekdlypes deviate from equilibrium, a levehnalysis can
resolve empirical puzzles by explaining the syst@part of the deviations. We have illustrated
those possibilities in applications ranging fromazeum betting and auctions with private
information; to coordination via symmetry-breakiorgassurance; outguessing and coordination
games played on non-neutral salience landscapésteaiegic communication in outguessing
and coordination games. We hope that this surveyshawn that structural nonequilibrium

models of strategic thinking deserve a place irathedyst’s toolkit.
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