Economics 109 Practice Problems 2, Vincent Crawford, Spring 2002

In addition to these problems and those in Practice Problems 1 and the midterm, you may find the problems in Dixit and Skeath, *Games of Strategy*, Chapters 2-9 and (later) Chapter 10 helpful.

P14. For each of the following statements, say whether it is true or false. If it is true, explain why or give a proof. If it is false, give an example of a game for which it is false.

(a) If a two-person zero-sum game in which each player has two pure strategies can be reduced to a single strategy combination by iterated deletion of strictly dominated strategies, then players' strategies in that combination are their unique security-level-maximizing (maximin) strategies.

(b) If a strategy is weakly but not strictly dominated by another strategy for a player, it can be one of that player's security-level-maximizing strategies.

(c) If a strategy is weakly but not strictly dominated by another strategy for a player, it can be that player's unique security-level-maximizing strategy.

(d) It is optimal to play your security-level-maximizing (maximin) strategy in any game, zero-sum or not.

P15. In each of the following games, graph players' best-response curves, letting p be the probability that Row plays Up and q be the probability that Column plays Left. Then use your best-response curves to find all the equilibria in each game, whether in pure or mixed strategies. (Games (a) and (b) are zero-sum and only Row's payoffs are shown; games (c) and (d) are non-zero-sum and both players' payoffs are shown.)

<table>
<thead>
<tr>
<th></th>
<th>Row</th>
<th></th>
<th></th>
<th>Column</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Up</td>
<td></td>
<td></td>
<td>Down</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- 3</td>
<td></td>
<td></td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td>- 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a)</td>
<td></td>
<td>Left</td>
<td>Right</td>
<td></td>
<td>Left</td>
<td>Right</td>
</tr>
<tr>
<td></td>
<td>Up</td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>- 4</td>
</tr>
<tr>
<td></td>
<td>Down</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>Column</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B1</td>
<td>B2</td>
<td></td>
<td>B1</td>
<td>B2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ann</td>
<td>A1</td>
<td>- 5, 6</td>
<td></td>
<td>A1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ann</td>
<td>0, - 2</td>
<td></td>
<td>A2</td>
</tr>
</tbody>
</table>

P20. Find all Nash equilibria, in pure or mixed strategies, in the following game. For each equilibrium, find the expected payoffs of the players.
P16. Letting p be the Row player's probabilities of playing his strategy T and letting q be the Column player's probability of playing his strategy L, find the optimal strategies for both players and the Row player's equilibrium expected payoff in the zero-sum two-person game with payoff matrix (where only the Row player's payoffs are shown; the Column player's are minus the Row player's):

<table>
<thead>
<tr>
<th></th>
<th>Left</th>
<th>Center</th>
<th>Right</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top</td>
<td>1, -1</td>
<td>8, 6</td>
<td>3, -4</td>
</tr>
<tr>
<td>Middle</td>
<td>-7, 100</td>
<td>6, 75</td>
<td>1, 200</td>
</tr>
<tr>
<td>Row</td>
<td>5, 2</td>
<td>2, -1</td>
<td>0, 1</td>
</tr>
</tbody>
</table>

(a) when $k < 0$;
(b) when $k > 0$.
(c) Can increasing one of a player's payoffs ever reduce his equilibrium expected payoff in a zero-sum two-person game? Explain. (Hint: use maximin logic.)
(d) Can increasing one of a player's payoffs ever reduce the probability with which he plays the associated pure strategy? Explain.

Now suppose that Row must choose between T and B before Column chooses between L and R, and Column observes Row's choice before making his own choice.
(e) Clearly identifying each player's strategies, write the payoff matrix for this version of the game.
(f) Identify each player's optimal strategy or strategies when $k < 0$.
(g) Identify each player's optimal strategy or strategies when $k > 0$.

P17. In the game morra, each of two players, R and C, simultaneously holds up either one or two fingers and calls out a number—either 2, 3, or 4. (The action of holding up $i$ fingers and calling out the number $j$ will be called "ij".) If the number a player calls out equals the total number of fingers both players hold up, the player wins that amount from his opponent. (If both players call out the correct total, no money changes hands.) Assume that players try to maximize the expectations of their money payoffs. This question deals with a modified version of morra, in which C has a spy who tells him, before he chooses his action, what number R is going to call out (but not how many fingers he is going to hold up). Assume that the spy can always predict R's number correctly, and that he never lies. Also assume that the players know everything about the game, including the existence of the spy and what information about R's choice the spy will give to C.
(a) Draw the game tree for this game. Indicate clearly each player's choices, the information he has when he makes them, and the payoffs that result from each combination of choices. Show only the choices that have a chance of getting the total number of fingers correct, given the other player's possible choices: "12", "13", "23", and "24" for each player.

(b) Bearing in mind that a strategy must be a complete contingent plan for playing the game, how many different pure (unrandomized) strategies does R have? How many does C have? (You are not asked to list them, just to say how many there are.)

(c) Which, if any, of C's pure strategies are (weakly or strictly) dominated? (You are not asked to list them, just to identify them clearly. You might, for example, say something like "any strategy in which C does not do x after hearing y is dominated").

(d) Draw the payoff matrix of the game, leaving out any of C's strategies identified as dominated in (c). (Please make R the row player and C the column player, and be sure to identify C's remaining (undominated) strategies clearly enough so that someone could tell from your description exactly what C is supposed to do in every possible situation.)

(e) Use your payoff matrix from (d) to identify which of R's pure strategies become (weakly or strictly) dominated when C's dominated pure strategies are eliminated.

(f) Identify R's maximin (or, equivalently, Nash equilibrium) strategy or strategies and the associated expected payoff. (There is more than one right way to do this. Pick the one that's easiest for you, but explain your argument.)

(g) Identify C's maximin (or, equivalently, Nash equilibrium) strategy or strategies and the associated expected payoff, again explaining your argument.

(h) How much is C's spy worth to him, in terms of expected payoff?

P18. You and your sister (both risk-neutral expected-money maximizers) find two $1 bills on the sidewalk. Mom says that you can keep them if you can agree on how to divide them. There are only three possible ways to divide them: $2 to you, $0 to Sis; $1 to each of you; and $0 to you, $2 to Sis. Mom asks you to propose a division, which Sis can observe before deciding whether to say Yes or No. If Sis says Yes, Mom will enforce your proposal as the division, but if Sis says No, you both get nothing!

(a) Draw the game tree for this game, identifying your pure strategies by the amount you propose for yourself, $2, $1, or $0; and identifying Sis's pure strategies by specifying whether she says Y (for Yes) or N (for No) in each of the possible contingencies. (Remember that she gets to hear your proposal before deciding whether to say Yes or No.) In assigning payoffs, assume that both of you are expected-money-payoff maximizers.

(b) Draw the payoff matrix for this game, identifying pure strategies as in part (a).

(c) Identify all of the pure-strategy Nash equilibria in this game.

(d) Identify all of the subgame-perfect pure-strategy Nash equilibria in this game.

(e) Which strategy would you play? Explain your reasoning.

Now suppose that Mom asks you and Sis to submit simultaneous proposals (identified, for each of you, by the amount you propose to give yourself), with the understanding that if your proposals total $2 or less she will give each of you the amount you proposed, but if they total more than $2, you both get nothing.

(f) Answer part (a) again.

(g) Answer part (b) again.
P19. Two firms, 1 and 2, choose quantities to produce and sell in a market for a homogeneous good. Given $q_1$ and $q_2$, firm $i$'s profits, $i = 1, 2$, are $p(q_1 + q_2)q_i - c_q_i$. ($p(.)$ is a differentiable function.) Assume that $p'(\cdot) < 0$ and $p'(q) + p''(q)q < 0$ for all $q = 0$.

Suppose first that firms 1 and 2 choose their quantities simultaneously.
(a) Assuming that $q_1 > 0$ and $q_2 > 0$, write the first-order conditions for a Nash equilibrium in this case (which is the Cournot equilibrium).

Now suppose that firm 1 chooses its quantity first, and firm 2 gets to observe firm 1's choice before choosing its own quantity.
(b) Assuming that $q_1 > 0$ and $q_2 > 0$, write the first-order conditions for a rollback (subgame-perfect) equilibrium in this case (which is the Stackelberg equilibrium, with firm 1 the leader).

Now suppose that firm 1 chooses its quantity first, but that firm 2 does NOT get to observe firm 1's choice before choosing its own quantity.
(c) Write the game tree for this game, clearly identify each firm's possible strategies, and then find its Nash and rollback (subgame-perfect) equilibrium or equilibria. (Hint: Is it possible, in this case, for firm 2 to base its choice of $q_2$ on firm 1's choice of $q_1$?)

Now suppose that firm 1 chooses its quantity first, and that firm 2 observes firm 1's choice before choosing its own quantity, but that firm 1 then gets to revise its choice, costlessly, after observing firm 2's choice.
(d) Write the game tree for this game, clearly identify each firm's possible strategies, and then find its Nash and rollback (subgame-perfect) equilibrium or equilibria. (Hint: Does firm 1's initial choice have any effect on the outcome in this case?)

P20. (a) Find the mixed-strategy Nash equilibrium in the Battle of the Sexes game shown below.
(b) Explain why it is an equilibrium and compute players' equilibrium expected payoffs.
(c) If the game described here is a complete model of the players' situation, would you expect them to be able to coordinate on one of the (more efficient) pure-strategy equilibria? Why or why not?
(d) What if one player (only) could make a suggestion about strategies before players choose them?
(e) What if both players could make suggestions, simultaneously or sequentially?
(f) What if one player could choose his/her strategy first, and the other could observe it before choosing his/her own strategy?

<table>
<thead>
<tr>
<th></th>
<th>Fights</th>
<th>Ballet</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Column</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fights</td>
<td>1, 3</td>
<td>0, 0</td>
</tr>
<tr>
<td>Ballet</td>
<td>0, 0</td>
<td>3, 1</td>
</tr>
</tbody>
</table>
P21. Suppose that two players, Row and Column, play the following matrix game.

<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>C</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>T</strong></td>
<td>5,5</td>
<td>0,6</td>
<td>0,0</td>
</tr>
<tr>
<td><strong>M</strong></td>
<td>6,0</td>
<td>2,2</td>
<td>0,0</td>
</tr>
<tr>
<td><strong>B</strong></td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
</tr>
</tbody>
</table>

(a) Find all of the game's pure-strategy Nash equilibria.

Now suppose that the players play this game twice in a row. They observe what each other did in the first stage before they decide what to do in the second stage. Each player's payoff is the (undiscounted) sum of his payoffs in the first and second stages.

(b) Draw the game tree for the two-stage game, clearly showing players' decisions and payoffs.

(c) Find a pure-strategy rollback (subgame-perfect) equilibrium in which the players' decisions in the second stage do not depend on their decisions in the first stage. Be sure to specify players' strategies clearly, remembering that a strategy must be a complete contingent plan for playing the game. Are there any such equilibria in which players do anything other than play one of the equilibria you identified in (a) in each stage?

(d) Now find a pure-strategy rollback (subgame-perfect) equilibrium in which the players play T, L in the first stage, and therefore do better than by repeating the best symmetric Nash equilibrium in the one-stage version of the game? (Hint: The players would like to play T, L in the first stage because it has high payoffs for both players, and this allows the, to do better than by repeating the best symmetric Nash equilibrium in the one-stage version of the game. However, T, L is not an equilibrium in the first-stage game taken by itself. Find a way to make the players' second-stage decisions depend on their first-stage decisions that always gives an equilibrium in the second stage (as required by rollback) but gives the players an incentive to play T, L in the first stage.)

(e) Would your answers to part (d) change if the players could not observe what each other did in the first stage before they decide what to do in the second stage? Explain why or why not.

(f) Why is it possible to support a desirable but non-equilibrium outcome like T, L in the first stage of this two-stage game as part of a rollback equilibrium, but not the desirable but non-equilibrium outcome Cooperate, Cooperate in the first stage of a two-stage Prisoner's Dilemma?

P22 (Chapter 10). In the following environments, a large number of identical players choose simultaneously between two pure strategies; they cannot randomize. In each case, graph the payoffs of the two strategies against the population frequency of the first strategy in a way that is consistent with the verbal description. Then use your graph to determine what pattern (or patterns) of behavior will emerge in the long run, and whether the pattern(s) that emerge(s) will be Pareto-efficient, in the sense of maximizing all players' average expected payoff.
(a) Each person can either install a car alarm in his car or not. Car alarms are highly effective when only a few cars have them, but (because people ignore them when they hear them go off too often) they are ineffective when most of the cars have them.

(b) There is a wall running through the center of your city, left over from the Cold War. Each person can either try to tear down the wall or ignore it. Everyone hates the wall, but everyone knows that if only a few people try to tear it down the government will arrest them and send them to jail. However, everyone also knows that if more than a few people try to tear it down, the government is unlikely to punish them.

(c) Each person can either shirk (effort level 1) or work hard (effort level 2). Each wishes to minimize the distance between his own effort level and the average effort level in the population (in other words, his payoff is minus this distance).

(d) Answer part (c) again, but assume that each person wishes to minimize the difference between his own effort level and one-half the average effort level in the population.

P23 (Chapter 10). Suppose that the speed limit is 70 on the freeway, and that a large number \(N\) of drivers simultaneously and independently choose speeds from 70 to 100. Everyone prefers to go as fast as possible, other things equal, but the police are sure to ticket any driver whose speed is strictly faster than \(x\%\) of the drivers, where \(x\) is a parameter such that \(0 < x < 100\). (Thus, only by driving exactly 70 can a driver be sure of not being ticketed.) Suppose further that each driver ignores his own influence on the percentage, and the cost of being ticketed outweighs any benefit of going faster.

(a) Model this situation as a noncooperative game and analyze its set of pure-strategy Nash equilibria as far as possible. (Assume that \(x\) is a multiple of \(1/N\), that is \(x = k/N\), where \(k\) is an integer.)

(b) Does the set of Nash equilibria depend on \(x\) when \(0 < x < 100\)?

(c) What is the set of pure-strategy Nash equilibria when the police don't ticket anyone? Explain.

(d) What is the set of pure-strategy Nash equilibria when the police ticket everyone who speeds? Explain.

(e) If the same drivers play this game repeatedly, observing the outcome after each play, how would you expect their speeds to change over time as they learn to predict each other's speeds? Explain intuitively or formally, whichever you prefer.