Answer key for the final exam in 2020

la)p = (X'V) X'V YY)
62 = (T-R™y-XB) V'(y - XB)
T = ﬁﬂ,/&ze’l(x’v_lX)‘lel for ey first column ofl
7 has an exact small-sample Studedistribution withT — k degrees of freedom under the
stated assumptions .
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H(Bo) = =5
Treath as approximately?(2); this is only asymptotic approximation
1c.) (1) White does not do anything with off-diagonal elemsesfV but above procedure does;

(2) White adjustment to diagonal terms is inefficientlyiestted and only approximate; (3) White
uses OLS estimate which is inefficient.

2.) plimb = [E(x®)] ™ [E(xyt)] where
E(xeyt) = E[Xe(g(%t) + Ur)] = E[Xcg(Xt)]

3a.) need = 2 since we want to estimate bagflg andpB;. The first element of thé2 x 1)
vectorx; would usually be a constant term

3b.)Assuming that a constant term is first elementofregress; onx;. Do OLSF-test that
coefficients other than constant term are all zero (we deatit to test that all coefficients are zero,
since this is basically just testing whetlandx; have mean zero). F-statistic is less than 10,
instruments might be weak.

p(1-p) p(1-p)
Settlng thls to zero giveue = (TN) 1D x

4b.) Noticepme is n~* times the sample mean ®fi.i.d. variables, each with variancg(1 - p).
Thus

JT(p-po) > nINQO,np(1-p)) ~ N(O,p(L - p)/n).
No additional assumptions needed.

4c. )h(p Xt) _ O(t _ % _ ((I’::-—_Xt)
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_ Moo _ (n-npo) _ (A-p)npo—pn(1-po) _ N(Po—Pp) i —
l[lh(;;;xt)] -~ o) D) D) which equals 0 gp = po and not
zero at all othep
4di) Sincer = a = 1, peum satisfies
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T1Y h(p,x)) = 0or ﬁZX T Z(n = 0,same FOC as MLE. Thus.e = Pomw.
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