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Econ 220B Final Exam
Winter 2018

DIRECTIONS: No books or notes of any kind are allowed. Answer all questions on
separate paper. 250 points are possible on this exam.

1.) (10 points) Consider the regression model yt = x
′

tβ + ut. Let b denote the (k × 1)
OLS coefficient. Under what conditions would

�T

t=1(yt − x
′

tb)xt = 0?

2..) (70 points total) This question concerns the following model of supply and demand:

qt = βpt + u
d
t (demand equation)

qt = γpt + u
s
t (supply equation).

You can assume that the vector ut = (u
d
t , u

s
t)
′ is independent and identically distributed over

time and has mean 0.
a.) (10 points) In equilibrium the value of qt in the first equation must equal the value

of qt in the second equation. Use that fact to solve for qt and pt as functions of ut.
b.) (20 points) A researcher claims to know before seeing the data that the value of the

supply elasticity γ is exactly equal to γ0. The researcher further claims that this means
that the variable qt− γ0pt = u

s
t can be used as an instrument for pt to estimate the demand

elasticity β. Assuming that the researcher is correct that γ
0

is a known value, calculate
the additional conditions under which the proposed instrument would be valid and rele-
vant. Note: do not give general statements of the definition of instrument validity and
relevance. Instead explain exactly what instrument validity and relevance require in terms
of this particular proposed instrument in this particular model.

c.) (20 points) Under the assumptions you stated in (b), find the asymptotic distribution
of the instrumental-variable estimate of β. Did you need any additional assumptions beyond
these conditions and the assumptions already given to derive this distribution?

d.) (20 points) Describe how you could test the null hypothesis H0 : β = 0 using the
Anderson-Rubin test and the proposed instrument ust .
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3.) (150 points total) Consider the regression model

yt = xtβ + ut

in which a scalar xt ∼ N(0, Q) determines the mean of yt and a separate Bernouli variable zt
determines the variance. The variable zt = 1 with probability π and zt = 0 with probability
1− π, and

E(u2t |zt = 1) = σ
2

1

E(u2t |zt = 0) = σ
2

0
.

Note these assumptions imply that ut has unconditional variance

E(u2t ) = πσ
2

1
+ (1− π)σ2

0
.

The variables xt and us are i.i.d. and independent of each other for all t and s. The model
is conditionally Normal,

yt|xt, zt ∼
N(xtβ, σ

2

1
) when zt = 1

N(xtβ, σ
2

0
) when zt = 0

,

with conditional log likelihood

ℓ = −(T/2) log(2π)− (T0/2) log σ
2

0
− (T1/2) log σ

2

1

−

�T

t=1(yt − xtβ)
2zt

2σ2
1

−

�T

t=1(yt − xtβ)
2(1− zt)

2σ2
0

where T1 =
�T

t=1 zt is the number of observations for which zt = 1 and T0 =
�T

t=1(1− zt) is
the number of observations for which zt = 0, where T = T0 + T1.

If you can’t answer (a), try (b) and come back to (a) later if you have time. You may
be able to answer (e) even if you can’t get anywhere with (a)-(d) and you may be able to
answer (g) even if you can’t get anywhere with (a)-(f).

a.) (20 points) The OLS estimate is given by b = (
�T

t=1 x
2

t )
−1

��T

t=1 xtyt
�
. Calculate

the asymptotic distribution of b under the assumptions stated.
b.) (30 points) Suppose you know the values of σ0 and σ1 and do not need to estimate

them from the data. Find the value of β that maximizes ℓ given σ0 and σ1. By what name
(other than MLE) is this particular estimator commonly referred to?

c.) (20 points) Calculate the asymptotic distribution of the estimate β̂MLE that you
derived in (b).
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d.) (10 points) Compare your answers to (a) and (c) and give the intuition behind that
finding. Hint: Jensen’s Inequality implies that

π

σ2
1

+
1− π

σ2
0

>
1

πσ2
1
+ (1− π)σ2

0

from which �
π

σ2
1

+
1− π

σ2
0

�
[πσ2

1
+ (1− π)σ2

0
] > 1.

e.) (20 points) Calculate the second derivative

H =
∂2ℓ

∂β2

����
β=β̂MLE

and find the plim of T−1H. Compare your answers to (c) and (e) and explain the intuition
behind that finding.

f.) (30 points) Now suppose that you do not know that value of σ0 and σ1 but have to
estimate them along with β by maximizing ℓ jointly with respect to β, σ2

1
, and σ2

0
. Write an

equation charaterizing the MLE of σ2
1
and show that σ̂2

1

p
→ σ2

1
under the assumptions stated.

g.) (20 points) You realize that you might not have to bother trying to estimate σ1 in
step (e) if the null hypothesis H0 : σ

2

0
= σ2

1
is true, and that there is a simple test of H0

based on looking at T times the R2 of a certain regression. Describe what the regression
is whose R2 you would look at and exactly how you would decide from the value of TR2

whether to reject H0.

4.) (20 points total) Let yt be an (n×1) vector of covariance-stationary variables observed
at date t with (n × 1) population mean vector µ = E(yt) and (n × 1) sample mean ȳ =
T−1

�T

t=1 yt for a sample of size T. You believe that the value of yt may be serially correlated.
Write the equations for a) an estimate you might use of the variance of yt and b) an estimate
you might use for the variance of ȳ.
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Note to students: If you would like to get your exam returned to your mailbox, sign the
consent form below. If you would not like your exam returned to your mailbox, leave this
form blank.

STUDENT CONSENT FOR RELEASE OF STUDENT INFORMATION

(Buckley Waiver)

I hereby authorize the UCSD Economics Department to return my graded final exami-
nation paper by placing it in my mailbox. I understand that the return of my examination
paper as described above may result in disclosure of personally identifiable information,
that is not public information as defined in UCSD PPM 160-2, and I hereby consent to the
disclosure of such information.

Quarter_____________Course_________________Date_______________
Instructor ______________________________________
Print Name_____________________________________
Signature ______________________________________


