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Econ 220B Final Exam
Winter 2017

DIRECTIONS: No books or notes of any kind are allowed. Answer all questions on
separate paper. 250 points are possible on this exam.

1.) (10 points each, 50 points total) The least-squares regression model y = Xβ + ε
makes a lot of assumptions, including:

(i) X′X is of full rank k
(ii) E(ε2t ) = σ

2

(iii) plim(X′X/T ) = Q of full rank k

(iv) T−1/2
�T

t=1 xtεt
L→ N(0,σ2Q).

In addition, we often make one or more of the following assumptions:
(v) E(ε |X) = 0;
(vi) E(εε′ |X) = σ2IT ;
(vii) ε |X ∼ N(0,σ2IT ).
(viii) xt is strictly deterministic

Questions (a)-(e) below involve certain statements about properties of the least-squares
regression coefficient b = (X′X)−1X′y and variance estimate s2 = (T−k)−1e′e for e = y −Xb.
In each of the questions, you can assume that (i)-(iv) are satisfied. The question is, which
further assumptions besides (i)-(iv) would you need in order to prove the stated result?
For example, if you think assumptions (i), (ii), and (v) alone are sufficient to prove that
E(b) = β, then your answer to part (a) should be “v”. If you think that (i), (iii), (v) and
(vi) are needed to prove that E(b) = β, then your answer to part (a) should be “v and vi”.
Note that you should not give any proofs or arguments— your answer in each case should be
some combination of the numerals “v”, “vi”, “vii”, or “viii”.

a.) E(b) = β
b.) b has minimum variance among the class of unbiased estimators of β
c.) E[(b− β)(b− β)′ |X ] = σ2(X′X)−1

d.) h(b)
p→ h(β) for h(.) a function that is continuous at β

e.) (Rb − r)′[s2R(X′X)−1R′]−1(Rb− r) L→ χ2m when Rβ = r for R an (m × k) matrix
of rank m ≤ k
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2.) (105 points total) A researcher is interested in a relation between a scalar yt and
another scalar x∗t that takes the form:

yt = βx
∗

t + εt.

The problem is that the researcher does not have observations on x∗t , but does have obser-
vations on two other variables x1t and x2t which are related to x∗t according to

x1t = x
∗

t + v1t

x2t = x
∗

t + v2t.

The magnitues v1t, v2t, x
∗

t , and εt are independent i.i.d. Normal variables:
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Thus the researcher has an observed sample of data on (yt, x1t, x2t) for t = 1, 2, ..., T.
a.) (40 points) Consider the estimate α̂ from an OLS regression of yt on x1t:

yt = αx1t + ut.

Calculate the plim of α̂OLS. Did you need any assumptions in addition to those stated above
in order to calculate this plim? For what values of (λ2

1
, λ2
2
, ω2, σ2) would α̂OLS be a consistent

estimate of β?
b.) (30 points) Suppose instead you estimated the value of α using an instrumental

variables regression in which x2t is used as an instrument for x1t. Calculate the plim of α̂IV .
For what values of (λ2

1
, λ2

2
, ω2, σ2) would α̂IV be a consistent estimate of β?

c.) (10 points) For what values of (λ2
1
, λ2

2
, ω2, σ2) would you say that x2t is a strong

instrument for x1t?
d.) (25 points) Suppose that you are worried that x2t is a weak instrument for x1t. Give

the explicit formula and description for a test you could use to test the null hypothesis
H0 : β = 2 that would have exact small-sample size of 5% even if the instrument is weak.
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3.) (95 points total) If E[h(θ0,wt)] = 0, the GMM estimate of θ is defined as the value
that minimizes

T [g(θ;YT )]
′S−1[g(θ;YT )]

where

g(θ;YT ) = T
−1

T�

t=1

h(θ,wt)

S = lim
T→∞

T−1
T�

t=1

∞�

v=−∞

E
�
[h(θ

0
,wt)]

�
h(θ

0
,wt−v)

�
′
�
.

The usual asymptotic distribution of the GMM estimator is

√
T (θ̂T − θ0) L→ N(0,V)

where
V = (DS−1D′)−1

D′ = E

�
∂h(θ;wt)

∂θ′

����
θ=θ0

�

.

In this question you are asked to apply these results to maximum likelihood estimation.
A positive-valued random variable yt is said to have a Rayleigh distribution with parameter
λ if its density is given by

f(yt) =
y

λ
exp

�
− y

2

2λ

�
for y ≥ 0

= 0 otherwise.

Some moments for the Rayleigh distribution are as follows:

E(yt) =
�
λπ/2

E(y2t ) = 2λ

Var(yt) = 2λ−
λπ

2

E(y4t ) = 8λ
2.

Assume that we have an i.i.d. sample of size T , denoted y1, y2, ..., yT , drawn from this
distribution.
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a.) (20 points) Calculate the log likelihood function and find the maximum likelihood
estimate of λ.

b.) (20 points) Calculate the score associated with observation t and find its expectation.
c.) (35 points) Using your results from part (b), if you were to interpret the MLE of λ

that you calculated in part (a) as an example of a generalized method of moments estimator,
what value would correspond to each of the following magnitudes?

i.) h(θ,wt)
ii.) S
iii.) D

d.) (10 points) Use the results from (c) and the general formula for the asymptotic
variance of θ̂GMM to find the asymptotic distribution of λ̂MLE.

e.) (10 points) Can you suggest an alternative way to calculate the asymptotic distribu-
tion of λ̂MLE using only the formula you derived in part (a) and the Central Limit Theorem
for the sample mean of an i.i.d. random variable?
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Note to students: If you would like to get your exam returned to your mailbox, sign the
consent form below. If you would not like your exam returned to your mailbox, leave this
form blank.

STUDENT CONSENT FOR RELEASE OF STUDENT INFORMATION

(Buckley Waiver)

I hereby authorize the UCSD Economics Department to return my graded final exami-
nation paper by placing it in my mailbox. I understand that the return of my examination
paper as described above may result in disclosure of personally identifiable information,
that is not public information as defined in UCSD PPM 160-2, and I hereby consent to the
disclosure of such information.

Quarter_____________Course_________________Date_______________
Instructor ______________________________________
Print Name_____________________________________
Signature ______________________________________


