Answer key for the midterm in 2020
la)b=T1Y =y &=T-D1X,-9?
b.
: ié) ¥ has mean 3, variance ¢2/T and is linear combination of multivariate Normal. Hencey
~ N(B,o4IT
¥ i) I):rom (i), YTylo ~ N(BJ/T/o,1). When 8 = 0, square of thisis y?(1) so (y?/c?) is
(1/T) times y?(1) when 8 = 0.
i) Y (i~ 9o = v'Mvfor M = (I; - 1(1'1)™1") = QAQ’ for Q orthonormal and A
isdiagonal with T — 1 ones and one zero on principal diagonal andv = y/o ~ N(0,1;). Hence
h =Q'v ~N(,I) and Ztil(yt -Y)?lo? = ZT " h? is the sum of squares of (T — 1) independent
2%(1) which sumis y?(T - 1).
¢)SRr=2,F SRu=3/ 4097
SRrR-SRu =3, ¥2 - [Z Y2 2T+ TR ] = T2

H = m(SRr-SSRu)  _ Ty?
SSRu/(T-k) T _
D VEDHT-D)
d) H _ TyZIGZ
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From (b), numerator is y?(1) and denominator is y2(T — 1). Moreover, the (T x 1) vector
whose tth element isy; — ¥ is given by My which has covariance with § = T-1y'1 given by
E(Myy'l) = Mc?l11 = 0. Since My isuncorrelated with y'1 and since multivariate Normal, the
numerator and denominator are independent. HenceH ~ F(1,T-1).

e)H = (T?
Z LVT-D)
,/_¥ 5 N(O o2) by CLT 50 (JTY)2 5 6241(1). Also
y-9)2
2# =(T-D)1y v - -5y B 62by LLN. HenceH 5 #2(1). No other
assumptions needed )
f)r=—t= = 1y ~ JH x sign(y)
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= (X3X1+ A7XpX2) " (Xhy; + A7X5Y,).

This compares with bors = (X1X1 + X5X2) " (X1y, + Xby,). GLS downweights observations
in the second half of the sample relative to OL S because the second-half observations are less
reliable.

b.) GLS will have a smaller variance than OLS, that is,

E[ (boLs— B)(bors = B)' X ] — E[ (Bers—B) (Bas—B) X |

is apositive semidefinite matrix. In other words, GLS gives a more accurate estimate than OLS.
Also, if we estimated by OLS the OL S standard errors would be inaccurate.

c)Letsi = (T1—k)" 12 (Ve = Xth1)? for by = (X1X1) 7 (X1yy)

$=(T.-R1Y] T +1(Yt xth2)2 for by = (X5X2)1(X3y,)
Couldtry 1 = s3/s2. A little better estimate is probably

2a) Bos = X'V X)XV y) for v = ['“ 0 J
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