Answer key for the midterm in 2018
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Estimates identical because could calculate b; by regressing y: on residuals from afirst-stage
regression of Xy On Xrp. But since X1 is orthogonal to Xy, the residuals from that first-stage
regression are numerically identical to x itself.
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for s> = (T— k)™ )_ e? because o2 easier to etimate than S.



