Answer key for the midterm in 2015

1a.) NoticeE(eixt)? = E[x? « E(¢?[x)] = E(X? - 02%X?) = o2E(X}).

JT(b-pB) = (TEEx) (T xen)

Ty 5 E(Q)

T-123 x> N(O,02E(x®))

JT(b-B) > N(O,Vy)

Vi = o’ E(X)/[E(X)]?

1b.) ForV; = [T x2e?/(T1 3 x2)2] with e = y: — x;b t-stat would beb/(T¥2V}?). This is
identical to the White standard error. An alternative cstgsit estimator is
Vi = [T [T S xE/[T1 3. x2]%, which would not be identical to White biit, andV/;
have the same plim.

1c.) Bers = Q%) Q%)

X = Xt/Xt =1

Yt = Y%

Bors = T (yi/x)

1d.) yT (Bais— B) = TX2Y eddx = N(0,02)

le)Vz = [T (% - Bors)? ] with t-stath/[TY2V37?]. V, is not the same &y, the White
standard errors
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1f.) E::E Im\\;l - [ L=t J > 1 by Jensen’s Inequality definirg = x?
2

1g.) Noteb andfBcLs are both linear iry and are both unbiased. Gauss-Markov Theorem says
that fcLs has the smallest variance within the class of such estimator

(e}

2a.)SSRp/20 = 0.125= SSRy = 2.5

SSRi/18=0.1= SSR; = 1.8

m (SR — SR)/[SR/(T-K)] =21(2.5-1.8/0.1= 3.5

The 5% critical value for af (2, 18) variable is 3.55, so we just fail to rejeld with a p-value
slightly above 0.05.

2b.) It is perfectly possible (as almost occurs in this césd@pave insignificant statistics but a
significantF statistic. This arises when the estimated coefficientzareelated, so that although we
can not be sure that either one might be zero, we can be conhfit both are not zero. The famous
professor evidently does not understand some basic factg abonometrics.

2c.) LetQ = > (y: — ¥)2. The square of thestatistic in (1) (namely3.536/0.52% = 50) could
also have been calculated from tB&R expression as

50 — Q-SSR _ Q-25

SSR/(T - k) 0.125

s0Q = 8.75. HenceR? = 1— SSRy/Q = 1 - (2.5/8.25 = 0.70
2d.)R? = 1 (1.8/8.25 = 0.78




