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Introduction

| start with an extended quotation from Matthew Rabunpublished notes, summarizing the
“behavioural” point of view (see also his 208@ opean Economic Review paper):

Premise 1: Most (not all) facts about people teansto be true and seem to be economically
relevant—even if these assumptions didn’t appetrarprior generation of economics textbooks are
... both true and economically relevant.

Premise 2: “Untraditional” or unfamiliar assumpoimcluding those that imply various limits to
rational utility-maximization, can and should mgdike studied using exactly the same set of tools
and approaches economists are used to (i.e., fonadematical models and statistical tests using
laboratory and especially field data), using exaitt®ysame scientific criteria (good predictions,

parsimony, etc.) as economists are used to. Tleedétkrence in methods and goals of most
economists is the broader array of aspects of hurafure we study.

Premise 3: Not only are familiar economic methaasg but to a very large extent so are familiar
economic assumptions. The fact that there areditaithe correctness and applicability of these
assumptions does not mean that they aren’t oftaotlyxthe appropriate assumptions—nor that
they aren’t tremendously useful even when not &xaicint. The material in this course is not
meant as a replacement of, but as an enhancemeandfeventual component of—mainstream
economics.... The eventual goal ... is that ... “behaltieconomics” will eventually disappear as
a separate or isolated field....
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(Still Rabin:)

Focusing for now on individual decisions, what doesnstream (standard neoclassical) economics
normally assume?

Homo Economicus (possibly unlike Homo Sapiens):

e |s perfectly rational, making choices that corsiliy maximize some exogenous, stable set of
preferences that depend on absolute levels of m@sdrather than changes), even with uncertainty
(in which case preferences are expected utilityg), @/en in dynamic situations (in which case
preferences are discounted sums of per-period teghetilities)

e |s also perfectly rational in the sense of costieand correctly making logical nonprobabilistic
inferences and applying the laws of probabilitptocess information and make probabilistic
judgments (Bayes’ Rule, contingent reasoning, opti@ue)

e Has perfect will-power and the ability to make doltbw intertemporal plans (even contingent
ones), with no conflict between the preferencesuofent and future selves

e |s almost always also assumed to be perfectlyiisiefested, caring exclusively about her/his
own consumption, though this assumption is notrégddo mainstream theory



(Still Rabin:)

Familiar as they are, nothing essential dependshmther these assumptions are considered
“standard”.

Even rationality, though very important to the wvaypnomics is done, is not an essential axiom
without which no coherent theory is possible.

What are “standard” assumptions is only a conventifathe discipline, subject to change when
different assumptions appear to be more useful.

In many settings the standard assumptions arenmabostylizations of the “facts” that most of the
people whose behavior we wish to analyze are yssaklf-interested and well-informed, with
coherent goals, and reasonable skill at makingspiamealize them.

The standard assumptions also embody a kind ofadetbgical humility, preventing us from
assuming we know more about people’s goals andiplitsss than they do.

But in other, equally important settings, standasumptions are unreasonable as descriptions of
behavior.

This means more than that they are literally inectirall behavioral assumptions are incorrect to
some degree. It means that they are systematioatyrect, and that the incorrectness has
economically important consequences; otherwise ax@dvbe happy to stick with the standard
model.

3



(Still Rabin:)
In such settings the standard assumptions havetisoasesignificantly hindered research.

They have allowed/encouraged economists to igremearch that directly explores preferences,
beliefs, information processing, and other deteamis of human behavior.

There was no need to study the structure of pnetexedirectly, because under the standard
assumption that choices maximize preferences, i@mfes can be inferred from choices via
revealed preference.

There was no need to study belief formation orrimi@ion processing, because it was assumed to
be completely determined by rationality postulates.

Behavioral economists, by contrast, have to be opaitternative ideas and evidence about
preferences, beliefs, and information processing.

In such settings, behavioral economists (unlikeesaminstream economists) are willing to
consider deviations from standard assumptionsracttons suggested by behavioral evidence, if it
yields better explanations of outcomes than stahohedels do.
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To paraphrase Rabin in a sound bite, behavioumalauicsis neoclassical economics, but taking a
softer and less tradition-dominated line on beharabassumptions.

The prototypical economist’s conception of humahawsor is roughly that people choose among
all feasible lifetime plans to maximize a lifetirmem of discounted, additively separable expected
utilities, with beliefs that are formed in a ratednBayesian way.

Ancillary assumptions are often added, such asselfest, non-habituation, convexity and
smoothness of preferences.

There are four leading directions in which the dead model of individual decisions might be
improved by making behaviourally more realisticuasptions:

e Choice under uncertainty or certainty
e Probabilistic judgment
e Present-biased preferences and time-inconsistanotertemporal choice

e Social preferences, including altruism, envy,espaind reciprocity.

These lectures will focus on the first two dirensgmore may be added in future years).
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Reviewof neoclassical rational choice theory: Representain of preferences over certain
outcomes via utility maximization

| describe the theory as if it were static, butaegcription it applies equally well to dynamic
choice with the objects of choice viewed as dynaeicision rules rather than static decisions.

For choice under certainty, if preferences are detaptransitive, and continuous, then one can
construct a utility function (ordinal) such thaetimdividual chooses “as if” to maximize utility.

(Continuity is needed only if choices are continslgwariable, and then only to rule out technical
difficulties such as those caused by lexicographeferences.)

The utility function is just a compact, tractablayxo describe consistent choices in various
settings, allowing us to store intuition about bebar from simple experiments or thought-
experiments and transport it to new situations.



Rationality in this narrow sense of choice consisyes a fairly weak assumption.

Logically, as long as choices are consistent, teéepences that represent them can be anything:
self-interested or not, increasing in intuitiveeditions (more income) or not, etc.

(From Amartya Sen’s famous paper critiquing the gmn neoclassical assumption of narrow self-
interest: “Rational Fools” (197Fhilosophy and Public Affairs): “But if you are consistent, then no
matter whether you are a single-minded egoistraveng altruist or a class conscious militant, you
will appear to be maximizing your own utility inishenchanted world of definitions.”)



The flip side of this is that, unless we commititparticular specification of preferences, the theo
of rational choice is flexible enough to allow (alst) anything, and is therefore (almost) useless.

Partly for this reason, mainstream neoclassicai@tics has very strong conventions about what
assumptions about preferences are “reasonable’thaigthey respond only to own (rather than
own and others’) income or consumption; to incomeamsumption without regard to how it is
generated; and to levels of income or consumpadmer than changes.

If you don’t agree with a neoclassical analysisahething, it might be because you don’t agree
with these conventions as applied in that analysisbecause you don’t agree with rationality in
the general sense of choice consistency.

Which is not to deny the existence of irrationaétyen in the general sense; just to deny that
relaxing rationality is always necessary, or theshuseful way, to explain violations of
neoclassical predictions.



As we’ll see, behavioural decision theory retaimstaf rationality in the general sense of choice
consistency.

Instead of abandoning choice consistency, behaaiai@cision theory seeks progress (mainly) by
modifying neoclassical conventions on what prefeesrare about, in realistic directions.

It seeks to avoid the lack of parsimony of ratioctabice without commitment to particular
specifications of preferences by insisting that dayiations from neoclassical conventions be
firmly grounded in evidence about behaviour.

This motivates a sharp focus on particular, miniohasses of deviations from neoclassical
assumptions about choice under uncertainty oriogytgrobabilistic judgment, time-consisteny
intertemporal choice, or self-interested preferanegimization.



Choice under certainty: Mugs and the willingness tgay-willingness to accept gap
In a famous experiment, Kahneman, Knetsch, andefifdd{KT”; 1990 Journal of Political

Economy) randomly gave mugs to half the subjects in asctasn experiment (“owners”) and
nothing to the others (“nonowners”).

They then elicited selling prices for owners anglibg prices for nonowners.
They used a procedure that gives subjects an ineetreveal their true prices:
Subjects are told that a price has been selectelbmnaly, and is sealed in an envelope in front of

the room (in plain view of all).

They then get a sheet of paper with a bunch ofilplesgrices listed, and they are asked to indicate
whether they would buy at each price.

The highest price at which a buyer expresses agiiess to buy is taken as her/his “buying price”.

The highest price at which a seller expresseslmgniess to keep the good is taken as her/his
“selling price”.
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If KKT had elicited prices from mug owners in theld, there might have been selection effects, in
that we might expect mug owners to have higheegrtban nonowners, on average, just because
they were the ones who chose to acquire them,rbape because they had learned to love the

mugs they had acquired.

We might also be concerned that owners knew marvatabug quality than nonowners, etc.

However, in the experiment, owners and nonowners wandomly assigned, and all had equal
opportunity to inspect the mugs.

Thus in a large enough sample, with a common w@iktelbution, supply and demand “should” be

mirror images of each other.

Nonetheless...
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Fic. L.—Supply and demand curves, markets 1 and 4

The average buying price of nonowners was abo®0$and the average selling price of owners
was about $7.00: Way too big a gap to be random.

This result has been replicated many times, wighgdpp almost always in the same direction (see
however the no-gap findings of Plott and Zeilel)2@nd 200°AER, and the forthcomingER
Comment by Isoni, Loomes, and Sugden and Rephidity &hd Zeiler).
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Standard neoclassical demand theory would modekttuation by postulating a utility function
overlevels of consumption of mugs and/or money (treatinglafier as a proxy for other lifetime
consumption).

In this framework, it isogically possible that gap is due to income effects.

For, those subjects who received mugs were, orageeslightly richer than those who did not.

And in theory, even a tiny change in income or weahn radically alter a person’s mug-money
tradeoff.
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But there’s no reason why people with varying alitwealths should all (or even most) have
income effects that suddenly double (on averag®) alues for mugs, each at the status quo
iIncome level before the experiment.

In an econometric model of the demand for mugsoiild violate even neoclassical conventions to
assume (or even allow) such a magical correlategtwéen initial wealth and values for mugs.

Further, even if we allowed such a correlationpme effects from mugs are not large enough to
plausibly explain a gap as big as $7.00 versus0$3.5

No reasonable specification of preferenoes levels alone will make income effects into a
credible explanation of the willingness to pay-inijness to accept gap.
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Aside:

Income effects can be ruled out more definitivedyaa explanation by an experiment in which
another group of subjects, “choosers,” are tolg thil be given either a mug or money, and asked
to state the amount of money that makes them ardifit between the amount and the mug.

Choosers have the same incentives to reveal toeifteservation price” for the mug that sellers in
the original KKT experiment did.

Yet in a typical experiment, the average sellingjibg, and choosing prices were $7.12, $2.87, anc
$3.12 respectively.

Thus choosers, who have approximately the samerhe as owner/sellers (because they know

they are going to get either a mug or at leastoamnvalent amount of money), have reservation
prices like buyer/nonowners, who have no such irecom

End of aside



Prospect theory and reference-dependent preferences

A natural, behaviorally plausible, and parsimoniexplanation of the gap, which is consistent with
a large body of evidence from other settings, @limv preferences to be reference-dependent—
see especially Kahneman and Tversky’s (1B@@ometrica) prospect theory anddszegi and
Rabin’s (2008QJE 2006) generalization.

Reference-dependence expands the space over whielngmces are defined to include a
“reference point” as well as standard consumpfiothis case of mugs and money.

Preferences are then defined, not over levelspweitchanges in the sense of gains or losses
relative to the reference point.

(As explained above, the assumption that prefeserespond to levels rather than changes is not
logically necessary to use utility maximizationdscribe choice.

It is only a convention of neoclassical economidsich could be replaced by an alternative
convention if it were found to be useful.

Further, it may be more sensible to allow prefeesrto depend on both levels and changes. This is
considered below, but for now let’s focus on change
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In defining reference-dependent preferences toagxphe gap, it seems natural to take the
reference point as the status quo before the chioiteve will have to think harder about how to
define the reference point in other applications.

It also seems natural to assume that subjectsdanisie mug-money choices in isolation, without
trying to integrate them into a lifetime consumptj@an; but we will also have to think harder
about “mental accounting” and “bracketing”: how pksogroup choices in thinking about them.
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Kahneman and Tversky (19FE@onometrica) stress that prospect theory’s salience of chafigas
reference points is a basic aspect of human nature:

An essential feature of the present theory isttiatarriers of value are changes in wealth or
welfare, rather than final states. This assumpgaompatible with basic principles of perception

and judgment. Our perceptual apparatus is attumdtketevaluation of changes offdrences rather
than to the evaluation of absolute magnitudes. Wirenespond to attributes such as brightness,
loudness, or temperature, the past and presergxtarftexperience defines an adaptation level, c
reference point, and stimuli are perceived in r@hato this reference point (Helson (1964)). Thus
an object at a given temperature may be experieaséwdt or cold to the touch depending on the
temperature to which one has adapted. The samaerapplies to non-sensory attributes such :
health, prestige, and wealth. The same level oftivefar example, may imply abject poverty for
one person and great riches for another dependirtigeir current assets.

Two examples from Kahneman (December 2888).
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FIGURE 5. REFERENCE-DEPENDENCE [N THE PERCEPTION OF BRIGHTNESS
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FIGURE 5. REFERENCE-DEPENDENCE [N THE PERCEPTION OF BRIGHTNESS

(The two inner squares are equally bright.)
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FIGURE 7. AN ILLUSION OF ATTRIBUTE SUBSTITUTION
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FIGURE 7. AN ILLUSION OF ATTRIBUTE SUBSTITUTION

(The two horsies are exactly the same size.)
Note that the illusions persist even after theypmiated out and their mechanisms understood.
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Three main elements of prospect theory
VALUE

LOSSES GAINSG

FIGURE 6. A SCHEMATIC VALUE FUNCTION FOR CHANGES

e LOss aversion

Note the kink at O (the reference point), so a bdedrease below the reference point hurts (in
value—KT’s word for “utility”) more than an equalgmall increase above the reference point help

The “coefficient of loss aversion” is defined ae tatio of marginal value loss below to marginal
value gain above the reference point; when measuigdsually around 2 or 3. (Empirically, people

seem to be at worst neutral between gains anddoasi a coefficient of 1 as in a neoclassical
model. although “gain aversion” is logically just possible as loss aversion, it is never found.)
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e Diminishing sensitivity

VaLUt

LOSSES GAING

FICURE 6. A SCHEMATIC VALUE FUNCTION FOR CHANGES

The value function exhibits diminishing marginahsrivity to losses as well as gains, making it
concave for gains but convex for losses.

Because diminishing sensitivity is more relevandegisions under uncertainty, we’ll return to it
below.
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e Nonlinear probability weighting (can’t be seen inthe picture!)

A third feature of prospect theory, nonlinear ptabty weighting, is a kind of fudge factor by
which people are assumed to overweight small prbtied and underweight large ones, so that the
value of a risk ist(p)v(x) + n(q)v(y) rather tharpv(x) + qv(y).

Nonlinear probability weighting is less importantdess well established empirically than loss
aversion and diminishing sensitivity, and will ti& discussed here even when we consider
decisions under uncertainty.



Return of the mug people

Recall that KKT randomly gave mugs to half the satg (“owners”) and nothing to the others
(“nonowners”).

They then elicited selling prices for owners angibg prices for non-owners.

Supply and demand “should” be mirror images of eztbler. But...

Price
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Frc. 1.—Supply and demand curves, markets 1 and 4

The average buying price of non-owners was abo&id$3vhile the average selling price of owners
was about $7.00: Way too big a gap to be random.
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How do we model this with reference-dependencel@swlaversion?

Imagine (unlike Kahneman and Tversky, but likésKegi and Rabin (2008JE)) that people have
both ordinary consumption utilities for mugs andnag, and gain-loss utilities (which Kahneman
and Tversky focused on, as may be appropriateabmratory experiments with small items).
Assume that subjects have linear consumptionyutitdlue = value of mug (or not) + money, and
that owners’ and nonowners’ consumption utilitiesrhugs are uniformly distributed between $0
and $9 (using the natural money metric).

Assume that subjects also have gain-loss utiliiés no diminishing sensitivity but with a
coefficient of loss aversion of 2, so that lossdative to the reference point lower their gairslos
utility twice as much as gains raise it.

The weight of gain-loss utility ig, so total utility is consumption utility # x gain-loss utility.

Subjects’ reference points are determined by #gectations (as indszegi and Rabin):
Owners expect to keep their mugs (and gain no njoney

Nonowners expect to keep their money (and gain n@)m

27



Supply of mugs
An owner with mug consumption valug Who is considering trading her/his mug fan Hill

compare his total (consumption plus gain-lossjtytifom keeping her/his mug with her/his total
utility from trading the mug for1$.

Because as an owner s/he expected to keep henisiing/he keeps it there are no gain-loss
surprises on the mug or money dimension.

Her/his total utility from keeping = consumptionlitig (v + 0) +n x gain-loss utility (O + 0).
If s/he trades her/his mug fompthere are gain-loss surprises on both dimensttosng” her/him
nx2v on the mug dimension—because h&/his mug, and the coefficient of loss aversion is 2—
but gaining her/himmxm on the money dimension—onty, because it'someone else’'s money.
Her/his total utility from trading = consumptionlity (O + m) + ) x gain-loss utility (-2 + m).
Thus the lowest price at which s/he would be willing to sell her/his madghe lowestn that
makesv < m +n(-2v + m), or

m* =v(1 + 27)/(1 +n).

If n =0 we get the usual* = vresult.

But if n > 0, sayn = 1, we getm* = 1.5/, which yields an average selling price of $65M8KT’s
$7. (A distribution of values makes it easy to gatean entire supply curve as above.)
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Demand for mugs

Similarly, a non-owner with mug consumption valweshio is considering trading¥$of her/his
money for a mug will compare her/his total (constionpplus gain-loss) utility from keeping
her/his $n with her/his total utility from tradingr for a mug.

Because as a nonowner s/he expected to keep Herhiss/he keeps it there are no gain-loss
surprises on either the money or the mug dimension.

Her/his total utility from keeping = consumptionlitg (O + m) +n x gain-loss utility (O + 0).

If s/he trades her/him$for a mug, there are gain-loss surprises on biotkersions, gaining
her/himn x v on the mug dimension but losing her/hi2m on the money dimension.

Her/his total utility from trading = consumptionlity (v + 0) +n x gain-loss utility y-2m).

Thus the highest pria&* s/he would be willing to pay for the mug is thghestmthat makes
vV+n(v-2m) >m, orm™ =v(1 +n)/(1 + 2).

If n =0 we get the usuat* = v result; but ifn > 0, sayn = 1, we getm* = 0.6%, which yields an
average buying price of $3.60KKT's $3.50.

(A distribution of values makes it easy to geneaatentire demand curve as above.)

This explanation links two widespread empiricalulagities, the prevalence of gaps (with WTA >
WTP) and the prevalence of loss aversion over gaansion.
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The role of expectations

Re-do the above argument, with= 1, for a mug-owner who expects to sell her/hignsay for &
(so her/his reference point is havingahd no mug). Then re-do it for a nonowner who ekt
buy a mug for $ (so her/his reference point is having a mug by -$

These expectations make both sellers and buyers wibhing to trade, creating a preference bias,
relative to the standard model, in favor of whaswapected.

That is the reasoning behind this quotation frofis2€gi and Rabin (2008JE):

...when expectations and the status quo are differardommon situation in economic
environments—equating the reference point with etaimns generally makes better
predictions. Our theory, for instance, supportscimamon view that the “endowment effect”
found in the laboratory, whereby random ownersean object more than nonowners, is due to
loss aversion—since an owner’s loss of the obgsainis larger than a nonowner’s gain of the
object. But our theory makes the less common ptiedithat the endowment effect among such
owners and nonowners with no predisposition toenadl disappear among sellers and buyers in
real-world markets who expect to trade. Merchantaat assess intended sales as loss of
inventory, but do assess failed sales as loss akgndouyers do not assess intended expenditure

as losses, but do assess failures to carry outdatepurchases or paying more than expected as
losses.

The nonowner’s decision is just like the one in“glepping for shoes” example from Koszegi and
Rabin’s paper, which makes some interesting (thalightly more difficult) further points.

3C



Reviewof neoclassical rational choice theory continued: &resentation of preferences over
uncertain outcomes via expected-utility maximizatia

For choice under uncertainty (viewed as uncertaongr which of a given list of outcomes will
happen), if preferences over probability distribnf over outcomes satisfy the von Neumann-
Morgenstern (“vN-M") axioms:

e Completeness and transitivity, as for the cenyatatse,;

e Continuity in a technically different form (“mixta continuity”); and

e “Independence”, which guarantees the separalaititpss-states of expected-utility maximization

then one can construct a vN-M utility function @aal, in a sense), assigning utilities to each
possible outcome such that the individual choosssng actions, or equivalently among
distributions of outcomes, as if to maximize expdattility.
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Example: Suppose that you care only about finatifiie wealth, that your initial wealth w is $2
million dollars, and you are asked to choose whdthaccept a bet (investment opportunity,
Insurance contract, etc.) that will add either xp1iyz (which could be negative) to your final
wealth, with probabilities p, g, or 1 — p — q resipeely.

Then the vN-M Theorem says that, under the vN-Mbaesg, the analyst can assign utilities to the
possible final outcomes w, w + x, w +y, and w €al] them u(w), u(w + x), u(w +y), and u(w +
z), such that the person will accept the bet if anlg if (ignoring ties)

pu(w + x) + qu(w +y) + (1 - p — qu(w + z) > u(w).
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Just as the utility function used to describe preafees over certain outcomes is a compact way to
describe choices in various settings under ceytaihé vN-M utility function is a compact way to
describe choices in settings involving uncertainty.

As stated, the vN-M Theorem assumes that the piagabstributions are objective or at least
known.

But Leonard Savage, ifthe Foundations of Satistics, generalized the vN-M theory to allow
subjective probabilities, showing, very roughly @kieg, that not knowing the probabilities matters
only when you can take actions (testing, search) &t learn about them.
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Neoclassical expected-utility maximization and obseed choice under uncertainty

The above example bundles two kinds of assumptions:

e That the person’s preferences satisfy the vN-N@si.

e That the person’s preferences respond only tddeirethis case of the person’s lifetime wealth,

as opposed to changes in wealth.

(I will call this “expected-utility-of-wealth” maxnization.)
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The vN-M axioms are not completely uncontroversaaalld are sometimes systematically violated in
observed behavior.

Most notable here (but not covered in lecturespfore detail see
http://dss.ucsd.edu/~vcrawfor/142BehavioralUncatydiectureSlides08.pjifare the Ellsberg Paradox, in
which people reveal aversion to uncertainty aboobabilities (“ambiguity aversion”), violating
the assumption that preferences are defined oy pnobability distributions of outcomes.

(A vN-M person uncertain about probabilities wojudt calculate the expected probabilities, not
otherwise caring about their distributions. Thigat explicitly an axiom, but it is built into the
framework, which assumes that only the probabdistribution of outcomes matters.)

Also notable (and also not covered) is the Allaasadox, which reveals that people often violate
the separability across states assumed in the endiemce axiom.

Although such violations are important and widdlydsed, they seem behaviorally less important
than violations of the second assumption—that #reqn’s preferences respond to levels rather
than changes—which will continue to be our mairufhere.



Note first that the assumption that preferencesamd only to levels rather than changes is no more
logically necessary to use expected-utility maxatian to describe choice under uncertainty than
it was to use utility-maximization to describe a®under certainty.

It is only a convention, which could be replacedabyalternative if it were found to be useful.

This can be done, as in choice under certaintyplgiloy expanding or changing the list of things
preferences are assumed to respond to.

The vN-M Theorem continues to apply because itsragiare silent on what preferences are about
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To see whether replacing the assumption that gmedess respond to levels by allowing them to
respond to changes might bring the theory closebs®rved behavior, first consider the answers to
survey question 1.

(Actually there were two versions of question leanswered by half of you: 1a referring to
losses and 1b referring to gains.

Comparing answers across versions yields morenrd#bon than examining them in isolation.
Because the versions were assigned randomly ardaseis fairly large, differences across

versions probably reflect something systematic apeaple in general, rather than accidental
differences across the groups assigned each vgrsion

la. Would you choose to lose $500 for sure orde B1000 with probability 0.5?

1b. Would you choose to receive $500 for sure oeteive $1000 with probability 0.57?
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Most people who answer questions like

1a. Would you choose to lose $500 for sure orde B1L000 with probability 0.5?
(either hypothetical as here, or scaled-down bth vdal payments)

choose to lose $1000 with probability 0.5 rathant®500 for sure, suggesting “risk-loving”
behavior with respect to losses.

This suggests that people dislike losses so mughale willing to take a fairly large, equal-
expected-money-outcome risk just to reduce thegimtiby of a loss.

By contrast, most people who answer questions like

1b. Would you choose to receive $500 for sure oeteive $1000 with probability 0.57?

choose to receive $500 for sure rather than $1000probability 0.5, suggesting “risk-averse”
behavior with respect to gains.
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Further (although the survey did not address thesponses to questions like 1a or 1b are
approximately independent of bet scale:

People are roughly equally risk-averse for gaimgéd or small; and roughly equally risk-loving for
losses, large or small.

These patterns of risk-loving for losses, risk-ai@r for gains, and approximate invariance to the
scale of risk in each case are, practically spegkntonsistent with maximizing the expectation of
a utility defined over wealth levels of the usuabnlassical shape.
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First, recall that the expected-utility-of-wealtlahework captures risk aversion (risk-loving) via
concavity (convexity) of the vN-M utility function:
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Figure }  Von Neumann-Morgenstern Utility Function of a Risk Averse Individual
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In this framework, if vN-M utility is defined ovdifetime wealth levels, and the sums in questions
la or 1b are small in proportion to lifetime weatthen choices for 1a and 1b should usually be
qualitatively the same—both risk-loving or bothkrverting.

A person with vN-M utility function uj and base wealth w will take a 50-50 wHhosec gamble
with “risk premium”z if and only if %2 u(w +c +m) + %2 u(w -c + ) > u(Xx).

Expanding the left-hand side in a Taylor Series arounds = O:

u(w +7) + %2 U'(W +7) - %2 U(W +71) + 2(¥2)2U"(W +71)c°
= u(w +x) + Y2u"(W +7)0? > u(w).

Expanding the left-hand side in a Taylor Series aroundr = 0, neglecting the small u™ term,

and solving:

u(w) +zu’(w) + Yeu"(w)o? > u(x),
which is true if and only ift > -Y4[u”(w)/u’(w)] 6°.

Thus, the risk premium = -¥4[u”(w)/u’(w)]c*for the bet’s utility loss is proportional to
-u”(w)/u’(w), the Arrow-Pratt coefficient of absdkirisk aversion (normalized to be > 0O if and only
if u(:) is concave), and also proportionabto

(“Absolute” risk aversion because -u’(w)/u’(w) meass the utility cost of bets involving absolute
changes in w, just as the Arrow-Pratt coefficieihtedative risk aversion does for relative changes
inw.)
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So why are risk-loving for losses, risk-aversiondains, and approximate invariance to scale of
risk “practically speaking” inconsistent with exped-utility-of-wealth maximization?

| stress that they are nlagically inconsistent with it.

First, assuming continuity and differentiabilitietabsolute risk aversion function -u”(w)/u’(w) can
be any function we want without violating the vNaJioms or the basic assumption that u’(w) > 0.

(Fix a function -u”(w)/u’(w) and integrate to gefw). The constant of integration doesn’t affect
expected-utility maximizing choices, so it doesndtter. Conversely, fixing u(w) implies a unique
function -u”(w)/u’(w). The two functions are equleat representations of preferences.)

Thus we could choose u(w) independently for eachgmethat, given his initial w, is risk-loving
for losses and risk-averse for gains, just asemtljority responses for 1a and 1b.

On these grounds, some theorists argue that thermpanoted above are not evidence against the
standard model.

But there’s no reason why people with widely vagyinitial w's should all (or most) have u(w)’s
that just happen to flip from risk-loving to riskexse at the zero-gain outcome.

We normally assume that preferences are indepenfl@ntnot related to it with magical precision.
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Aside

It may seem that we could argue that if the peuafile answered la start out as wealthy on average
as those who answered 1b, then the gains in 1hdemeke those who answered it richer than the
losses in 1a make those who answered it.

If absolute risk aversion is increasing in weattdople tend to be more risk-averse for gains than
for losses, as in the survey responses.

However, the conventional neoclassical assumptiwtiyated by using the theory to think about
observed behavior) is that absolute risk aversaleareasing in wealth.

And even if it were increasing, applications stigrapggest that -u”(w)/u’(w), although it may
vary with w, varies far too slowly to differ for rderate (relative to lifetime wealth) gains and
losses as radically as they would need to to makelp flip from risk-loving for losses to risk-
averse for gains.
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Die-hard supporters of using the effect of wealttrisk aversion to rescue expected-utility-of-
wealth maximization should consider alternativesgioas posed by Kahneman and Tversky:

Problem number 1: In addition to whatever you oyay have been given $1000.

You are now asked to choose between A: receiviaghan $1000 with probability 0.5 and B:
receiving another $500 for sure.

(84% chose B.)
Problem number 2: In addition to whatever you oyay have been given $2000.

You are now asked to choose between C: losing $htdGprobability 0.5 and D: losing $500 for
sure.

(69% chose C.)

But in terms of probability distributions of finalitcomes, these two choices are mathematically
identical.

Thus the large flip in the choice distribution mbhstsomehow due to the change in perspective.

A plausible hypothesis is that problem 1's frammakes people think of it as a choice between
gains, while problem 2's makes people think ofiachoice between losses.

As in the responses to questions 1a and 1b, tpisaap to make people risk-averse in problem 1
but risk-loving in problem 2.
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A similar point is made by survey questions 2a 2ind

Most people who answer questions like
2a. Would you choose to receive $3,000 for sutte oeceive $4,000 with probability 0.87?
choose to receive $3000 for sure.

By contrast, most people who answer questions like
2b. Would you choose to receive $3,000 with prdliagit).25 or $4,000 with probability 0.27?
choose to receive $4,000 with probability 0.2.

This by itself is not clear evidence that somethotiger than distributions of final levels matters.
But re-frame 2b as a two-stage decision as follows:

In the first stage, with probability 0.75 the praceads with you winning $0, and with probability
0.25 you move into the second stage.

In the second stage, you choose between receivif@®@® with probability 0.8 and $3,000 for sure.
(Your choice here must be made before the outcdrtieedirst stage is known.)

This is mathematically identical to the originabate 2b, but here, unlike in 2b, most people
choose $3,000 for sure in the second stage.

Once they see the chance of getting $3,000 for, fueg think about the risk derently: Although
the inference is now complicated by intertempaalies, the example suggests that more than the
distribution of final levels matters.

End of aside



Scaling: Using expected-utility-of-wealth maximizabn to explain choices involving large as
well as small risks

More subtle evidence against expected-utility-o&life maximizations implicit in the frequent
observation that people seem much more averseal 8sks than such maximization would
predict, given their willingness to take largeksas

For example, we saw above that with expectedyiiftwealth maximization, the risk premiwm
= -Yo[u"(w)/u’(w)]o* grows not with the scale of the kebut with its variance®.

This implies that risk-averse people are approxatgaisk-neutral for small bets—"“second-order
risk aversion”—but disproportionately risk-averse larger bets.
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With a differentiable, increasing vN-M utility fuion over wealth, a risk-averse person may turn
down some more than fair bets, because the “céstlarge risk may outweigh its positive
expected return.

But if such a person is offered a more than fainigh the option to scale it down as much as
desired (e.g. changing a 50-50 win $11,000-losedfDbet to a 50-50 win $1100-lose $1000 bet
or, if he’s a total wimp, to a 50-50 win $110-I&BH0 bet), then he must always take the bet at
some strictly positive scale.

As a result, people turning down small bets whoehglebally risk averse vN-M utility functions
over final wealth most be insanely risk-averse daage more-than-fair bets.

But most people’s behavior with respect to large small risks suggests that they have “first-
order” risk aversion, with risk premia approximgtplroportional to scale.
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Rabin and Thaler (20QJournal of Economic Perspectives) make this point vividly:

place, however, we will show that this explanation for risk aversion i3 not plausible in
maost cases where ecaonomises invoke it _

To help see why we make such a claim, suppose we know that Johnny is a
risk-averse expected utility maximizer, and that he will always turn down the 50-50
gambte of losing $10 or gaining $11. What else can we say about Johnny? Specifi-
rally, can we say anything ahaut hets Johnny will he willing to accept in which rhere

is 2 B0 percent chance of losing $100 and a 54 percent chance of winning some
amoeunt §¥? Consider the following multiplechoice quiz:

From the descnption above, what 15 the biggest ¥ such that we knowr Johnny
will turn dowm a 50-50 lose $100/win Y het?

a) $110

b) $221

¢y $2,000

d) $20,242

e} $1.1 million

£ £2.5 billion

g} Johnoy will reject the bet no matter what Y s,

h) We can’t say without more informaton about Johnny’s utlity function.
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Before you choose an answer, we remind you that we are asking what is the
highest value of ¥ making this statement true for all possible preferences consistent
with Johnny being a risk-averse expected utility maximizer who rns down the
50/50 lase $10/gain 11 for all initial wealth levels. Make no ancillary assumptions,
for instance, about the funcrional form of Johnny's adlioy function beyond the fact
that it is an increasing and concave function of wealth. Stop now, and make a guess.

Did you guess a, b, or cf If so, you are wrong. Guess again. Did you guess dr
Mayhe vou figured we wouldn’t be asking if the answer weren’t shocking, so vou
made a ridiculous guess like o or mayhe even f I 50, again you are wiong. Ptrlriaps
you guessed k, thinking that the question is impossible to answer with so little wo go
on. Wrong again.

The correct answer 1s g Johnny will turn down zry bet with a 50 percent nisk
of losing at least 100, na matter how high rhe upside risk.

Johnny would, of course, have to be insane to turn down bets like 4, & and f
S0, what is going on here? In conventional expected udlity theory, risk aversion
comes solely from the concavity of a person’s utility defined over wealth levels.
Johnny's risk aversion over the small bet means, therefare, that his marginat wlicy
for wealth must diminish incredibly rapidly. This means, in trn, that even the
chance for staggering gains in wealth provide him with so little margmal uhht}r that
he would be unwilling o risk anything significant to get these gains.
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(Rabin again:)

Suppose Johnny is an expected-utility-of-wealth im&aer who would turn down a 50/50 lose
$1,000/gain $1,100 bet (or similar risks) for a #iowal range of initial wealth levels.

Claim: Empirically, the vast majority of people wduurn down such bets if they weréered in
isolation, and would do so over a huge range cémgifetime wealth levels.

Rejection of the $1,000/$1,100 bet based on dimmingsmarginal utility of wealth implies an over
9% drop in marginal utility of wealth with a $2,10@rease in lifetime wealth. But this implies that
marginal utility of wealth plummets for larger clggs unless there are dramatic shifts in risk aleisu
over larger changes in wealth. [Me: Here he meadsal changes in absolute risk aversion.]

Hence, in the absence of such dramatic shiftsirtgriown this bet means that Johnny’s marginal
utility for money would be at most 34% of his cuntrenarginal utility of wealth if he were $21,000
wealthier ... and if Johnny became $105,000 weslihilifetime wealth—which is something less
than $5,000 in pre-tax income per year, say—thewddd value income only at most0.8% §&
(10/11)°) as much as he currently does.

Such a plummet in marginal utility of wealth meamsredible risk aversion over larger stakes. If
Johnny’s marginal utility of wealth drops by 99%evhhe is $105,000 wealthier, for instance, then-
even if he were risk-neutral above his current tielavel but averse to $1,000/$1,100 bets below h
current wealth level—Johnny would turn down a 506 $210,000/gain $10 million bet at his
current wealth level. And if Johnny were risk nalisbove his current wealth level but averse to
50/50 lose $10/gain $11 bets below his current thdalel, then he would turn down a 50/50 lose
$22,000/gain $100 billion bet.
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Aside: Compounding small risks

People also seem to be more comforted by compogrsainall risks than expected-utility-of-wealth
maximization predicts.

Rabin-Thaler JEP 2001):

Expected utility theory's presumption that attitudes towards moderate-scale
and large-scale risks derive from the same utility-of-wealth function relates to a
widely discussed implication of the theory. that people have approximately the
same risk attitude towards an aggregation of independent, identical gambles as
towards each of the independent gambles. This observation was introduced in a
famous article by Paul Samuelson (1963), who reports that he once offered a
colleague a bet in which he could flip a coin and either gain $200 or lose $10¢. The
collcague declined the bet, but announced his willingness to accept 100 such bets
together. Samuelson showed that this pair of choices was inconsistent with cx-
pected utdility theory, which implies that if (for some range of wealth levels) a
persan turns down a particular gamble, then the person should also turn down an
offer o play many of those gambles.

When Samuelson showed that his colleague’s pair of choices was not consistent
with expected utility theory, Samuelson thought that the mistake his colleague
made was in accepting the aggregated bet, not in turning down the individual bet.
This judgement is ane we cannot share. The aggregated gamble of 100 50-50 lose
$100/gain $200 bets has an expected return of $5,000, with only a 1/2,300 chance
of losing any monecy and merely a 1,/62,000 chance of losing more than $1.000. A

good lawyer could have you declared Jegally insane for turning down this gamble.
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By treating expected utility theory as a valid explanation of his colleague’s aversion
to the single gamble, and not questioning the plausibility of rejecting the aggregated
gamble, we feel that Samuelson and econemists since then have missed the true
implications of his equivalence theorem. Samuelson and others have speculated as to
the error his colleague was making, such as thinking that the varance of a repeated
series of bets 15 lower than the variance of one het (whereas, of course, the vanance
increases, though not proportionally, with repetition}. Others have played off the fact
that the equivalence theorem holds only approximately to explore the precise quali-
tative relationship that expected uility permits between risk attitudes over one draw
and many independent draws of a bet. But our argument here reveals the irrelevance
of these lines of reasoning. Tt does not matter what predictians expected utility theory
makes about Samuelson’s colleague, since the degree of risk aversion he exhibited
proved be was not an expected utility maximizer. In fact, under exactly the same
assurnptions invoked by Samuelson, the theorem in Rabin (2000) implics that a
risk-averse expected utility maximizer who murns down a 56-50 lose $100/gain $200
gamble will turn down a 50-50 lose $200/zain $20,000 gamble. This bas an expected
retuen of $9,900—with exactly zero chance of losing more than $200. Even a fousy
lawyer could have you declared legally insane for turning down thés gamble.

End of aside
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Reference-dependent preferences

Reference-dependent preferences again suggestralpptausible, and parsimonious explanation
of these phenomena.

As before, we replace the assumption that the owgsaver which utility is are defined are limited
to lifetime consumption or wealth bundles, expagdime space over which preferences are definec
to include a reference point as well.

Preferences are then defined not over levels, \®itchanges in the sense of gains or losses
relative to the reference point.

It again seems natural to take the reference jpgitlhe status quo before the choice (but the
alternative of taking it to be determined by exp&ons is also considered).

It also seems natural to assume that subjectsdsntsie choice situation in isolation, without
trying to integrate it into a lifetime consumptipltan (“narrow bracketing”).
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Aside:

The most plausible escape routes other than refer@@pendence are closed off:

e Ambiguity aversion doesn’t help, because the reastthat cause the problem are to known
probabilities, hence separate from those that lierdée Ellsberg paradox.

e Allowing preferences over final wealth distributgothat are nonlinear in the probabilities doesn’t
help, because Safra and Segal (2B6@ometrica) show that the reactions are separate from those
that underlie the Allais paradox.

e And kinks can’t be ubiquitous enough to save etgeatility-of-wealth maximization because a
concave VN-M utility function must be differentialdhlmost everywhere.

End of aside
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In prospect theory, a person’s attitudes towatdare jointly determined by her/his degree of loss
aversion and/or diminishing sensitivity.

If we agree to ignore nonlinear probability weigigti we can re-run the vN-M Theorem to justify
expected (prospect theory) value maximization @epeesentation of reference-dependent
preferences over uncertain outcomes.

The key point is that the Theorem works for prafess defined over anything, including changes
relative to a reference point rather than levels.

With a tractable model of the reference point amelegonable specification of diminishing
sensitivity (like a vN-M utility function, but alleing a flip from convex to concave at the origin),
prospect theory is still a bit less tractable teapected utility theory, but not impossibly so.



Although the behavioural literature sometimes makbgy deal about diminishing sensitivity and
even nonlinear probability weighting, and they @&listic and important for some applications,
most of the action in prospect theory comes frolaremce-dependence and loss aversion.

With a piecewise linear value function and a simptedel of the reference point, prospect theory
may even be more tractable than expected utilég

Further, it's possible to make sense of many phemanusing a piecewise linear value function
with a coefficient of loss aversion of approximgt2|

(The evidence suggests that while some peoplearess-averse, in which case prospect theory is
close to standard expected-utility theamgbody has a coefficient of loss aversion less than 1.
The coefficient does seem to vary a bit from petsgmerson, and perhaps from context to

context—is it more painful to lose an apple or advea? On Tuesday or Friday? etc.—but it’s
remarkably stable for an empirical parameter.)
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Loss aversion and “first-order” risk aversion

Unlike expected-utility preferences, prospect thhgmeferences with loss aversion have a built-in,
portable kink at the reference point which allotws theory easily to accommodate first-order risk-
aversion, even with an otherwise differentiableusegunction.

Ignore diminishing sensitivity for simplicity, sbdt the value functiow(c) is piecewise linear:
linear except for a kink at the reference point.

Normalize the reference point to 0, witf) = 0, and set the coefficient of loss aversibB.a
Then the value function o) = o, 6 > 0, andv(c) = 20, ¢ <O0.

A person with such a value function will take a%®Dwinc-losec gamble with risk premium if
and only if %26 + ) + Y2(-& +m) > 0, which is true if and only if > o/2.

This is “first-order” risk aversion because th&ngemiumr = 6/2 grows linearly with the scale of
the befo.

Recall that, by contrast, expected-utility prefeesimade the risk premium grow not with the scale
of the bets but with its variance®.

(If we allowed diminishing sensitivity and did thwsth a nonlinear value function, using Taylor’s
Theorem, we’'d get a similar formula for small-sdaéds, in which the coefficient of loss aversion
is defined as the ratio of the limiting marginalues for gains and losses approaching 0.)
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Diminishing sensitivity
VALUE

LOSSES GAING

FICURE 6. A SCHEMATIC VALUE FUNCTION FOR CHANGES

Diminishing sensitivity adds nuance to the persaoisls preferences, with the value function
concave for gains but convex for losses, so s/hmr® risk-averse for gains, other things equal.

Risk aversion is still dominated by the first-or@dfiects of loss aversion for decisions that imgly
positive probability of crossing the reference poamd this can easily outweigh the second-order
risk-loving behavior associated with convexity lo¢ tvalue function for losses.
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Kahneman and Tversky (19 E@onometrica) argue that diminishing sensitivity reflects a
fundamental feature of human cognition and motorati

Many sensory and perceptual dimensions share dpegy that the psychological response is a
concave function of the magnitude of physical clearigr example, it is easier to discriminate
between a change of 3 and a change of 6 in roomeiature, than it is to discriminate between
a change of 13 and a change of 16. We proposéhikgirinciple applies in particular to the
evaluation of monetary changes.... Thus, we hypatkdhiat the value function for changes of
wealth is normally concave above the referencetpoiand often convex below it....
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Kahneman and Tversky (1979) (hypothetical ques}ianhich would you prefer?

0.45 chance of gaining $6000 vs. 0.90 chance oiirggi$3,000
(14% chose 0.45 chance of $6000)

0.45 chance of losing $6000 vs. 0.90 chance afdp$B,000
(92% chose 0.45 chance of $6,000)

Or recall that most people who answer questiores lik

1a. Would you choose to lose $500 for sure orde B1L000 with probability 0.5?

choose to lose $1000 with probability 0.5 rathant®500 for sure, suggesting “risk-loving”
behavior with respect to losses.

And that by contrast, most people who answer questike
1b. Would you choose to receive $500 for sure oeteive $1000 with probability 0.5?

choose to receive $500 for sure rather than $100probability 0.5, suggesting “risk-averse”
behavior with respect to gains.
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Sample applications

Thaler and Johnson (1980anagement Science) propose a prospect theory explanation of the
phenomenon that race-track bettors tend to bet moteng shots near the end of the day.

Here it's natural to take the period over whichngaand losses are evaluated (the “bracket”) as the
day at the track, and to take the reference paireaking even.

Loss aversion without diminishing sensitivity—age&vise linear value function—makes people
who have little chance of crossing the referenaetpaith the next bet (whether because they're
way ahead or way behind) less risk-averse thanlpedmpo do have a significant chance.

This generates both the “house-money” effect, irclvipeople are more willing to bet when
they’re ahead: and the “break-even” effect, in \Wipeople are more willing when they’re behind.

The non-monotonicity is a challenge to expecteliyugxplanations, particularly as the
explanation must work for a wide range of initisdaith levels.

Adding diminishing sensitivity to loss aversion reakpeople who are behind somewhat more
willing to bet than people who are ahead. (Jainen (2009) analyzes a new dataset on casino
betting from this point of view, finding both loasersion and diminishing sensitivity.)

The break-even effect seems to make long shots attveetive to most bettors (most of whom are
losers) near the end of the day.

This effect is strong enough to make betting orfaéiverite to show in the last race profitable.
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Genesove and Mayer (20QUE) studied the market for Boston condominiums s@tiieen 1990
and 1997 by sellers who originally purchased theske after 1982.

In a standard analysis, sellers’ optimal askinggsishould be approximately independent of what
they paid for the house, other things equal: Itss1ak cost, new buyers’ values are independent of
what the seller paid, and seller wealth effectsnatdarge enough to plausibly explain the large
differences observed.

But in the data there are dramatic differences:

Sellers who are selling their condos for a nomioss relative to their buying price charge a higher
price than those selling without a loss—on avelag85% of the average difference between the
optimal price and the price at which they bought it

Investor sellers exhibit less of a difference tbamer-occupier sellers, but still have some.

Genesove and Mayer carefully rule out other pos®igplanations, leaving loss aversion.

Here the natural bracket is the purchase and $algiwen house (i.e. you don’t mentally trade off
losses on one house against gains on anotheramrsagains from selling your Rolls).

It's natural to take the reference point as breglkven relative to what you paid for the house
(apparently without controlling for inflation).
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Cicchetti and Dubin (1994ournal of Political Economy) study people’s decisions to buy insurance
against damage to their home telephone wiring: lgeiogheir sample paid almost twice the
expected cost to insure against losses typicaly lkan $100.

Justin Sydnor, “Abundant Aversion to Moderate Riglkiidence from Homeowners Insurance,”
2006, http://wsomfaculty.case.edu/sydnor/deductibles,@dfidied people’s choices of deductibles
for home insurance.

His customers chose between four deductibles: $Z&), $500, and $1,000. (His data also
include house characteristics, premiums, claimsghvieveals how much they would have paid
and/or received had they chosen a different delolacki

Almost no one chose the $100 deductible, but therdevels were often chosen. People overpaid
for lower deductibles by a factor of 5.

Rabin asks: Why can you buy an extended warrantyoontea kettle in England or can you insure
your ferret in Sweden, and why do companies workasd to sell you such insurance?
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You say ferrets and tea kettles are trivial exasfle

Okay, how about stock or labor markets? Camerdyc&zk, Loewenstein, and Thaler (199JE)
give a good summary of an application of loss awart the famous “equity premium puzzle”:

Benartzi and Thaler [1995] use the same combination of nar-
row bracketing and loss aversion that we use, to explain the eq-
uity premium puzzle—the tendency for stocks to offer much
higher rates of returns than bonds over almost any moderately
long time interval. In their model, the equity premium compen-
sates stockholders for the risk of suffering a loss over a short hori-
zon. They show that if investors evaluate the returns on their
portfolios once a year (taking a narrow horizon), and have a
piecewise-linear utility function which is twice as steep for losses
as for gains, then investors will be roughly indifferent between
stocks and bonds, which justifies the large difference in expected
returns. If investors took a longer horizon, or cared less about
losses, they would demand a smaller equity premium. Two papers
in this issue [Thaler, Tversky, Kahneman, and Schwartz 1997;
Gneezy and Potters 1997] demonstrate the same effect in
experiments. |
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Odean (1998ournal of Finance) and Meng (2009) use prospect theory to explain a
strong and widely observed "disposition effectg tandency for stock market traders to sell
winners more readily than losers, other thingsliticg estimated expected future returns) equal.

Camerer et al. (199QJE) also study the labor supply of New York City cabers, who are great
for testing theories of intertemporal labor supgpécause unlike most workers they choose their
own hours each day, and conditions are roughlytaahsvithin a day.

Theories of labor supply play an important roldaimor economics and macroeconomics, where
they have a major impact on the interpretationusiifess cycles and assessment of their costs.

Standard choice theories all predict a positivati@hship between daily wages and hours
worked—intertemporal substitution—because inconfiecebf a change in daily wage is
negligible.



But correlations between log hours and log wagest&ongly negative, between -0.503 and -
0.269, with elasticities close to -1 for experieshdeivers:
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Hours-Wage Relationships

The elasticities look as if drivers had a dailyame target (narrow bracketing) and worked until
they reached it.

Note how this reduces earnings: If you reach thgetavery early, it's a signal that you could earn
lot more, relatively easily, by working longer thuty.
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Camerer et al. (199QJE; see also Kszegi and Rabin 2008JE) propose an explanation in terms
of reference-dependent preferences via daily inciamggeting.

Here, the bracket is the day, and the target isumnably set by past experience in some way
(Készegi and Rabin propose models).

Falling short of the day’s target is a painful loskile going above it is less rewarding than in

standard theories, relative to the costs: so thex&ink at the target, whatever it is.

Daily income targeting easily explains the negatiwaelation between wages and hours.

But Farber (200530ournal of Political Economy and 2008AER) challenged this explanation.

Crawford and Meng (2009) challenge the challengmgukészegi and Rabin’s (200@JE) model
to explain the tendency for drivers' daily hourd aarnings to bunch around expectations-based
targets, and applying the model econometricallyader’s data and showing that it does yield a
credible account of Farber’s cabdrivers’ daily labopply decisions.
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Unresolved issues: “mental accounting” and “narrowbracketing”

Mental accounting and narrow bracketing are twoartgnt issues that have been given short
schrift here.

Note that having a reference point for anything li&n everything that happens to you in your
lifetime logically requires a theory of “mental acmting” with “narrow bracketing”:

e \What gains/losses are grouped together?
e \When are mental accounts closed/opened?
e How do time, space, and cognitive boundaries affean?

Some answers to these questions are implicit impipdications discussed above.

For example, the fact that race-track bettors’ @ataldrivers’ behavior seems to be organized day
by day suggests that they have daily mental acsount

(If their behavior had seemed to change betweemimgg and afternoons, or according to
cumulative morning or afternoon totals over the ky@ee would need a more complex notion of
mental accounts to define loss aversion.)

By contrast, Benartzi and Thaler’'s explanationhaf €quity premium puzzle assumes that investors
evaluate their positions year by year. Both speatiibns are plausible for their applications, bat w
have as yet no theory that determines them (buKéseegi and Rabin 2008ER). The questions

are empirical but fortunately there are regulasitrethe data to guide assumptions about them.
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